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CHORDAL KOMATU-LOEWNER EQUATION

AND BROWNIAN MOTION WITH DARNING

IN MULTIPLY CONNECTED DOMAINS

ZHEN-QING CHEN, MASATOSHI FUKUSHIMA, AND STEFFEN ROHDE

Abstract. Let D = H \
⋃N

k=1 Ck be a standard slit domain where H is the
upper half-plane and Ck, 1 ≤ k ≤ N , are mutually disjoint horizontal line
segments in H. Given a Jordan arc γ ⊂ D starting at ∂H, let gt be the unique
conformal map from D \ γ[0, t] onto a standard slit domain Dt satisfying the
hydrodynamic normalization. We prove that gt satisfies an ODE with the ker-
nel on its right-hand side being the complex Poisson kernel of the Brownian
motion with darning (BMD) for Dt, generalizing the chordal Loewner equa-
tion for the simply connected domain D = H. Such a generalization has been
obtained by Y. Komatu in the case of circularly slit annuli and by R. O. Bauer
and R. M. Friedrich in the present chordal case, but only in the sense of the
left derivative in t. We establish the differentiability of gt in t to make the
equation a genuine ODE. To this end, we first derive the continuity of gt(z)
in t with a certain uniformity in z from a probabilistic expression of �gt(z) in
terms of the BMD for D, which is then combined with a Lipschitz continuity
of the complex Poisson kernel under the perturbation of standard slit domains
to get the desired differentiability.

1. Introduction

A domain of the form D = H \
⋃N

k=1Ck is called a standard slit domain, where
H is the upper half-plane and {Ck} are mutually disjoint horizontal line segments.
We fix a standard slit domain D and consider a Jordan arc

(1.1) γ : [0, tγ ] → D, γ(0) ∈ ∂H, γ(0, tγ ] ⊂ D.

For each t ∈ [0, tγ ], let gt be the unique conformal map from D \ γ(0, t] onto a

standard slit domain Dt = H \
⋃N

k=1Ck,t satisfying

(1.2) gt(z) = z +
at
z

+ o(1/|z|), z → ∞,

for some constant at. It can be shown (and we will give a self-contained proof in
§8) that t �→ at is a real-valued strictly increasing continuous function with a0 = 0
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so that the arc γ can be reparametrized in a way that at = 2t, 0 ≤ t ≤ tγ . Define

(1.3) ξ(t) = gt(γ(t)) (∈ ∂H), 0 ≤ t ≤ tγ .

In [3], R. O. Bauer and R. M. Friedrich have derived under the above reparametri-
zation of γ a chordal Komatu-Loewner equation

(1.4)
∂−gt(z)

∂t
= −2πΨt(gt(z), ξ(t)), g0(z) = z, 0 < t ≤ tγ ,

where ∂−gt(z)
∂t denotes the left partial derivative in t. This is an extension of the

Komatu-Loewner equation obtained first by Y. Komatu [12] for circularly slit annuli
and later by Bauer-Friedrich [2] for circularly slit disks with an improved expression
of the right-hand side. The kernel Ψt(z, ζ), z ∈ Dt, ζ ∈ ∂H, appearing in (1.4) is
an analytic function of z ∈ Dt subjected to the normalization

(1.5) lim
z∈Dt, z→∞

Ψt(z, ζ) = 0.

However, the differentiability of gt(z) in t has been established neither in the cir-
cularly slit cases ([12], [2]) nor in the chordal case ([3]). We have three goals in
the present paper, and a primary one of them is to prove in Theorem 9.9 this dif-
ferentiability making (1.4) a genuine ordinary differential equation. While several
results of this paper could be proved by methods of classical complex analysis, we
will emphasize a more probabilistic approach.

The first goal is to present an alternative derivation of the Komatu-Loewner
equation (1.4) by showing that the imaginary part K∗

t (z, ζ) of the kernel Ψt(z, ζ)
is just the Poisson kernel of the Brownian motion with darning (abbreviated as
BMD) for the standard slit domain Dt. In Chapter 7 of the book [5] by the first
and second authors, the notion of BMD is introduced and its basic properties
are studied. Roughly speaking, the BMD for a standard slit domain D = H \⋃N

k=1Ck is a diffusion process on a state space D∗ = D ∪ {c∗1, · · · , c∗N} obtained
from the absorbing Brownian motion (abbreviated as ABM) on H by regarding (or
“shorting”) each “hole” Ck into one single point c∗k. The BMD on D∗ is symmetric
with respect to the measure m∗ that extends the Lebesgue measure m on D to D∗

by setting m∗({c∗k}) = 0, 1 ≤ k ≤ N . We are motivated by a paper [14] of G.
Lawler in which it was claimed that K∗(z, ζ) is the Poisson kernel of the excursion
reflected Brownian motion (abbreviated as ERBM) introduced there in a rather
descriptive way using excursions. When the number of the slits is one, the ERBM
was described more explicitly by S. Drenning [7] and, by that, the ERBM can be
identified with our BMD as will be seen in §2. The paper [7] investigates a Komatu-
Loewner type equation for standard slit domains with the goal to confirm Lawler’s
claim that K∗ is the Poisson kernel of ERBM. The method in [7] is quite different
from ours and particularly contains a comparison of at with its counterpart in the
simply connected domain H.

The BMD is known ([5]) to be the unique m∗-symmetric diffusion extension of
the ABM on D to D∗ that admits no killing on {c∗k, 1 ≤ k ≤ N}. In the next
two sections of this paper, we present a self-contained short exposition of BMD and
its basic properties that will be used later in the paper. In §2, we give a simple
and direct construction of BMD as well as its uniqueness proof by observing that
the associated Dirichlet form on L2(D∗;m∗) is regular due to a nice property (2.1)
of the two-dimensional Brownian motion. We show in §3 that the L2-generator of
BMD is characterized by the zero flux property at each c∗k. In §3.3, we then derive
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from this zero flux condition the zero period property around c∗k for any function
that is BMD-harmonic in a neighborhood of c∗k. This zero period property readily
yields in §5 explicit expressions of the Green function and the Poisson kernel of
BMD in terms of the periods of the harmonic basis.

It was proved in [3] that at is strictly increasing, based on a certain extremal
property of gt. In §6, we shall give a different proof, establish left-continuity, and
by combining it with the above-mentioned explicit expression of the BMD-Poisson
kernel and a general formula of the period of a harmonic function presented in §4,
we shall derive a chordal Komatu-Loewner equation formulated in terms of the left
derivative in at.

The second goal of this paper is to present in §7 a probabilistic representation
of the conformal map gt and use it to derive in §8 the continuity of gt(z) in t with
uniformity in z on each compact region including the boundary ∂pCk of the set
H \ Ck in the path distance topology, thereby obtaining the continuity of at, Dt

as well as ξ(t). To this end, a construction of a BMD-harmonic function v∗ on

a general (N + 1)-connected domain D = H \
⋃N

i=1 Ai with a compact H-hull F
removed will be carried out in Appendix 1 using a hitting probability of BMD by
following the method of Lawler [14, §5], where ERBM was used in place of BMD.
The analytic map f with imaginary part v∗ will then be shown to be a conformal
mapping from D \ F onto a standard slit domain by invoking a degree theorem,
which is presented in Appendix 2. Thus the imaginary part 	gt(z) of gt(z) admits a
probabilistic representation in terms of BMD on D∗ and ABM on H. The continuity
of gt(z) in t then follows from the stochastic continuity of the first hitting time of
the set γ[0, t] by BMD and ABM (see Proposition 7.3 and Theorem 7.4).

The third goal of this paper is to show in §9 a Lipschitz continuity of the BMD
complex Poisson kernel Ψ(z, ζ) under the perturbation of the standard slit domains,
which combined with the continuity theorems obtained in §8 will enable us to derive
the continuity of the right-hand side of (1.4) in t and consequently the desired
differentiability of gt(z) in t. The BMD complex Poisson kernel can be obtained
from the classical Green function through operations of taking normal derivatives at
∂H, taking periods around the slits and taking line integrals of normal derivatives
along smooth curves. We shall thus utilize two perturbation formulae of Green’s
function whose proof will be given in Appendix 3 by following the interior variation
method in Garabedian [10] of constructing a special parametrix of an elliptic partial
differential operator for a transformed Green function and solving an associated
Fredholm type integral equation. One of these formulae was considered in [2] in
relation to slit motions, but we shall make them considerably more detailed and
precise to be usable for the present purpose.

2. Brownian motion with darning

A subset A of R2 is said to be a continuum if A is a connected closed set con-
taining at least two points. Suppose A is a continuum. Then, due to a Lebesgue’s
theorem, A is non-polar and each point z ∈ A is a regular point of A with respect
to the two-dimensional Brownian motion Z = (Zt,Px) (cf. [17]). In particular, for
any α ≥ 0 and any bounded continuous function f on A, the function

w(z) := Ez

[
e−ασAf(ZσA

)
]
, z ∈ R2,
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is a bounded continuous function on R2 with (cf. [17, Proposition 2.3.5])

(2.1) lim
z′→z,z′∈R2\A

w(z′) = f(z) for z ∈ ∂(R2 \A), w(z) = f(z) for z ∈ A.

Here σA denotes the first hitting time of A by the process Z; that is, σA :=
inf{t > 0 : Zt ∈ A}. We will use similar notation for other processes, such as
Z∗, and its meaning should be clear from the context.

Consider a domain E ⊂ R2. We assume E is R2 or otherwise R2 \ E consists of
continuum components. Let

(2.2) D = E \K, K =
⋃
i∈Λ

Ai,

where {Ai, i ∈ Λ} is a finite or a countably infinite family of mutually disjoint
compact continuum contained in E that are locally finite on R2.

Let

(2.3) D∗ = D ∪K∗, K∗ = {a∗i , i ∈ Λ},
and define a neighborhood U∗

i of each point a∗i in D∗ by {a∗i } ∪ (Ui \Ai) for some
neighborhood Ui of Ai in E. That is, D∗ is a topological space obtained from E by
regarding each continuum Ai as one point a∗i . Denote by m the Lebesgue measure
in D that is extended to D∗ by setting m(K∗) = 0.

Definition 2.1. Brownian motion with darning (abbreviated as BMD) Z∗ =
(Zt,

∗ , ζ∗,P∗
z) is an m-symmetric diffusion on D∗ such that

(i) its subprocess killed upon leaving D has the same law as Brownian motion
in D;

(ii) it admits no killings on K∗.

Recall that a Markov process Z∗ is said to be m-symmetric if the transition
semigroup of Z∗ is self-adjoint in L2(D∗;m) and that Z∗ admits no killings on K∗

means Px(Z
∗
ζ∗− = a∗, ζ∗ < ∞) = 0 for m-a.e. x ∈ D∗. Here ζ∗ denotes the lifetime

of Z∗. In Definition 2.1, assuming (i), then it is easy to see that condition (ii) is
equivalent to

Px(Z
∗
ζ∗− = a∗, ζ∗ < ∞) = 0 for every x ∈ D.

Observe that it follows from the m-symmetry of Z∗ and the fact that m(K∗) = 0
that BMD Z∗ spends zero Lebesgue amount of time (i.e. zero sojourn time) at K∗.
We point out that D can be disconnected as E \Ai can be disconnected.

As a consequence of a more general result [5, Theorems 7.7.3 and 7.7.4], BMD
on D∗ exists and is unique in law. (In fact, BMD can be defined in any dimension
as in [4, 5].) For the reader’s convenience, following [4], we present below a direct
proof of this fact through two theorems.

Remark 2.2. The BMD coincides with the excursion reflected Brownian motion
(ERBM) described by Drenning [7] when K consists of just one single continuum
A so that C \ A is connected. In the case that E = C and A = D, the unit
disk centered at the origin, a Feller transition semigroup {Tt, t ≥ 0} of the ERBM
on (C \ D) ∪ {a∗} whose associated Hunt process extends the absorbing Brownian
motion on C \ D was explicitly given in [7, Proposition 3.1]. It is easy to see that
Tt is m-symmetric. Therefore the ERBM must be equal to the BMD due to the
stated uniqueness of the BMD. Based on Lawler’s description of ERBM in the case
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of E = C and A = D using excursion laws, identification between BMD and ERBM
is also done in [5, Remark 7.6.4]. The ERBM for a general open set E and a
continuum A ⊂ E so that C \ A is connected is defined in [7] by a conformal map
from C \D with a due time change and a killing upon leaving E. Hence it can also
be identified with the BMD due to the conformal invariance of BMD formulated in
[5, §7.8(1)]. However, even in this one single continuum case, BMD is more general
as, for BMD, C \A is allowed to have disconnected components, for example, when
A is the unit circle in C.

Consider next the case that Λ = {1, · · · , N} for N ≥ 2 and each C \ Ai is
connected. Then, by the locality ([4, Theorem 1.3.1]) and conformal invariance
([5, Theorem 7.8.1]) of BMD, our BMD Z∗ on D∗ has the properties described in
[7, §3.4] and enjoys all the properties prescribed in [7, Definition 3.1] for ERBM.
So Z∗ may be identified with the ERBM if some uniqueness statement is available
concerning [7, Definition 3.1]. �

Let Z = (Zt,Pz) (resp. Z0 = (Z0
t ,P

0
z)) be an absorbing Brownian motion

(abbreviated as ABM) on E (resp. on D). The Dirichlet form for Z on L2(E; dx)

(resp. for Z0 on L2(D; dx)) is (D,W 1,2
0 (E)) (resp. (D,W 1,2

0 (D))). Here for an open

set E, W 1,2
0 (E) is the D

1/2
1 -completion of the space C∞

c (E) of smooth functions
with compact support in E, where D denotes the Dirichlet integral on E and
D1(u, u) := D(u, u) +

∫
E
u(x)2dx.

Define for i ∈ Λ and z ∈ E,

(2.4) u(i)(z) = Ez

[
e−σK ;ZσK

∈ Ai

]
, ϕ(i)(z) = Pz (ZσK

∈ Ai) .

We call the system {ϕ(i); i ∈ Λ} the harmonic basis for the domain D. In complex
analysis, ϕ(i) is called the harmonic measure of Ai. By (2.1), both u(i) and ϕ(i) are
continuous functions on E that take constant value 1 on Ai and vanish on ∂E and
on Aj for j �= i.

Now we define

(2.5) F∗ = D1-closure of linear span of C∞
c (D) and {u(j)|D; i ∈ Λ},

and for u, v ∈ F∗,

(2.6) E∗(u, v) =
1

2

∫
D

∇u(x) · ∇v(x)dx.

Observe that

(2.7) F∗ =
{
u|D : u ∈ W 1,2

0 (E), u is constant D-q.e. on each Aj

}
.

It is easy to check that (E∗,F∗) is a Dirichlet form on L2(D; dx) = L2(D∗;m).

Theorem 2.3. The quadratic form (E∗,F∗) defined by (2.5)-(2.6) is a regular
Dirichlet form on L2(D∗;m). It is strongly local and each a∗j has positive capacity.
Consequently, there is an m-symmetric diffusion Z∗ on D∗ that starts from every
point in D∗ and admits no killings on D∗. The diffusion Z∗ is BMD on D∗ and
every a∗j is regular for itself (that is, Pa∗(σ{a∗} = 0) = 1).

Proof. Let C be the linear span of C∞
c (D) and {u(j); j ∈ Λ}. By defining u(a∗j ) to

be the value of u on Aj , we can view C as a subspace of C(D∗) ∩ F∗. Since C is
an algebra that separates points in D∗, by the Weierstrass theorem, C is uniformly
dense in the space C∞(D∗) of continuous functions in D∗ vanishing at ∂D∗. Clearly
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C is E∗
1 -dense in F∗. Hence (E∗,F∗) is a regular Dirichlet form on L2(D∗;m). It

is strongly local and its part Dirichlet form on D is (D,W 1,2
0 (D)). So there is

an m-symmetric diffusion Z∗ on D∗ associated with (E∗,F∗), whose part process
in D is the killed Brownian motion in D. The diffusion Z∗ is a BMD on D∗.
Since Brownian motion XE in E starting from x ∈ D visits each Aj with positive
probability, Z∗ starting from x ∈ D visits each a∗j with positive probability. This
implies that each a∗j has positive capacity. Consequently, Z∗ can be refined to start
from every point in D∗. That each a∗j is regular for itself follows from the general
fact that for any nearly Borel measurable set A, A \ Ar is semipolar and hence
m-polar. �

Theorem 2.4. BMD on D∗ is unique in law.

Proof. It suffices to show that if Z∗ is a BMD on D∗, its associated quasi-regular
Dirichlet form (E ,F) on L2(D∗;m) has to be (E∗,F∗). First note that according
to the definition of BMD, each a∗j is non-polar for Z∗, and that the part Dirichlet

form (E ,FD) of (E ,F) in D is (D,W 1,2
0 (D)) (see [5, Theorem 3.3.8]). By the

E1-orthogonal projection (see [5, Theorem 3.2.2]), for every u ∈ F , H1
K∗u(x) :=

Ex

[
e−σ∗

u(Z∗
σ∗)
]
∈ F and u − H1

K∗u ∈ W 1,2
0 (D). Here K∗ := {a∗i ; i ∈ Λ} and

σ∗ := inf{t > 0 : Z∗
t ∈ K∗}. Now

H1
K∗u(x) =

∑
j∈Λ

u(a∗j )Ex

[
e−σ∗

;Z∗
σ∗ = a∗j

]
for x ∈ D.

By the continuity of Z∗, the definition of a∗j and the fact that X∗,D has the same

distribution as the subprocess of XE killed upon leaving D, we see that

Ex

[
e−σ∗

;Z∗
σ∗ = a∗j

]
= Ex

[
e−σE ;XE

σK
∈ Aj

]
= u(j)(x) for x ∈ D.

It then follows that H1
K∗u =

∑
j∈Λ u(a∗j )u

(j)(x). As each a∗j is non-polar, for every
finite subset Λ1 of Λ having N elements,

{(u(a∗j ), j ∈ Λ1);u ∈ F} = RN ,

and so F = F∗. Note that (E ,F) is strongly local, so for every bounded u ∈ F =
F∗,

E(u, u) = 1

2
μc
〈u〉(D

∗) =
1

2
μc
〈u〉(D) +

∑
j∈Λ

μc
〈u〉(a

∗
j ) =

1

2
μc
〈u〉(D),

where in the last inequality we used the fact that the energy measure μc
〈u〉 of u does

not charge on level sets of u (cf. [5, Theorem 4.3.8]). As (E ,FD) = (D,W 1,2
0 (D)),

we have by the strong local property of μc
〈u〉 (see [5, Proposition 4.3.1]) that

μc
〈u〉(dx) = |∇u(x)|2dx on D. Consequently E(u, u) = 1

2

∫
D
|∇u(x)|2dx for ev-

ery bounded and hence for any u ∈ F . This completes the proof for (E ,F) =
(E∗,F∗). �

It is easy to see from the definition of BMD and the conformal invariance of
Brownian motion that BMD is invariant under the conformal map up to a time
change. See [5, Theorem 7.8.1].
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3. Zero period property of BMD-harmonic functions

From now on, we assume that the index set Λ is a finite set {1, . . . , N}, and so

K =
⋃N

i=1 Ai.

3.1. BMD harmonicity and its locality. Denote by Z = (Zt,Pz), Z
0 = (Z0

t ,P
0
z)

the ABM on E and D = E \ K, respectively, and by Z∗ = (Zs,P
∗
z) the BMD on

the set

(3.1) D∗ = D ∪K∗, K∗ = {a∗1, · · · , a∗N},
obtained from Z by regarding each hole Ai as one point a∗i .

A function u defined on a connected open subset O of D∗ is said to be Z∗-
harmonic or BMD-harmonic on O (with respect to Z∗) if u is continuous on O and,
for any relatively compact open set O1 with O1 ⊂ O,

(3.2) E∗
z

[
|u(Z∗

τO1
)|
]
< ∞ and E∗

z

[
u(Z∗

τO1
)
]
= u(z) for every z ∈ O1.

Here τO1
= inf{t ≥ 0 : Z∗

t /∈ O1} is the first exit time from O1 by Z∗. The
restriction to O ∩ D of any Z∗-harmonic function on O is harmonic there in the
classical sense (with respect to Brownian motion) and takes constant boundary
value u(a∗i ) at ∂Ai whenever a

∗
i ∈ O.

Theorem 3.1. Suppose that D1 and D2 are two connected subsets of D∗ and that
D1 ∩ D2 �= ∅. If u is Z∗-harmonic in Di for i = 1, 2, then u is Z∗-harmonic in
D1 ∪D2.

Proof. Let O be a relatively compact open subset of D1 ∪D2. Let {U (i)
k ; k ≥ 1} be

an increasing sequence of relatively compact open subsets whose union is Di and

∂U
(i)
k is a smooth subset in D for i = 1, 2. Since {U (1)

k ∪U
(2)
k ; k ≥ 1} forms an open

cover for O, there is some k0 ≥ 1 so that O ⊂ U
(1)
k0

∪U
(2)
k0

. For notational simplicity,

denote U
(i)
k0

by Ui for i = 1, 2. Note that Oi := O ∩Ui is a relatively compact open

subset of Di, i = 1, 2. We claim that for every x ∈ O, u(x) = Ex

[
u(Z∗

τO )
]
. In the

following we show that the above holds for every x ∈ O1. The case for x ∈ O2 is
analogous.

Let {θt; t ≥ 0} be the shift operator for BMD Z∗ on D∗. We use {Ft; t ≥ 0}
to denote the minimal augmented natural filtration generated by Z∗. Define a
sequence of stopping times as follows: T1 := τO1

, T2 := τO2
, and for k ≥ 1,

T2k+1 := T2k + τO1
◦ θT2k

and T2k+2 := T2k+1 + τO2
◦ θT2k+1

.

Note that τO < ∞ and Tk ≤ τO for every k ≥ 1. Since u is Z∗-harmonic in both
D1 and D2, we have for x ∈ O1, Px-a.s.,

u(XTk
) = EZ∗

Tk+1

[
u(Z∗

Tk+1
)|FTk

]
for every k ≥ 1.

In other words, {u(Z∗
Tk
); k ≥ 1} is an {FTk

}k≥1-filtration under Px for every x ∈ O1.

Let T := limk→∞ Tk. Since u is bounded and continuous on O, we have

u(x) = lim
k→∞

Ex

[
u(Z∗

Tk
)
]
= Ex [u(Z

∗
T )] .

We next show that T = τO. Clearly T ≤ τO Px-a.s. On {T < τO}, Z∗
T (ω) ∈ O =

O1 ∪ O2, say Z∗
T (ω) ∈ O2. There is some large k0 = k0(ω) so that Z∗

Tk
(ω) ∈ O2

for all k ≥ k0. This is impossible, as for even k ≥ k0, Z
∗
Tk

/∈ O2. So we must have
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T = τO Px-a.s. and, consequently, u(x) = Ex

[
u(Z∗

τO )
]
for every x ∈ O1. This

shows that u is Z∗-harmonic in O for every relatively compact subdomain O of
D1 ∪D2, and so u is Z∗-harmonic in D1 ∪D2. �

Consider an open set Ẽ such that Ẽ ⊂ E, C\Ẽ is a continuum and each compact

continuum Ai is either contained in Ẽ or disjoint from Ẽ. Let K̃ = Ẽ∩K =
⋃�

j=1Aij

for 1 ≤ i1 < · · · < i�, 
 ≤ N, and D̃ = Ẽ \ K̃. Denote by Z̃∗ the BMD on the set

D̃∗ = D̃ ∪ K̃∗, K̃∗ = {a∗i1 , · · · , a
∗
i�
},

obtained from the ABM on Ẽ by rendering each hole Aij as a one point a
∗
ij
1 ≤ j ≤ 
.

Then Z̃∗ is identical in law with the part process Z∗
D̃∗ of Z∗ on D̃∗, namely, the

subprocess of Z∗ obtained by killing upon its exit time from D̃∗. This is because

both Z̃∗ and Z∗
D̃∗ are symmetric diffusion extensions of ABM on D̃ to D̃∗ admitting

no killing on K̃∗, and the uniqueness result stated in §2 applies. Let O be an open

connected subset of D̃∗(⊂ D∗). A function u on O is Z∗-harmonic on O if and only

if u is harmonic with respect to the part process Z∗
D̃∗ of Z∗ on D̃∗. Therefore we

have the following equivalence:

(3.3) u is Z∗-harmonic on O ⇐⇒ u is Z̃∗-harmonic on O.

3.2. Zero flux condition for generator of BMD. Let (A∗,D(A∗)) denote
the L2-infinitesimal generator of BMD Z∗ or, equivalently, of the Dirichlet form
(E∗,F∗). That is, u ∈ D(A∗) if and only if u ∈ F∗ and there is some f ∈
L2(D; dx) = L2(D∗;m) so that

(3.4) E∗(u, v) = −
∫
D

f(x)v(x)dx for every v ∈ F∗.

We denote the above f as A∗u. In view of (2.5), condition (3.4) is equivalent to

(3.5)
1

2

∫
D

∇u(x) · ∇v(x)dx = −
∫
D

f(x)v(x)dx for every v ∈ C∞
c (D)

and

(3.6)
1

2

∫
D

∇u(x) · ∇uj(x)dx = −
∫
D

f(x)uj(x)dx for every j = 1, . . . , N.

(3.5) says that Δu exists onD in the distributional sense and f = 1
2Δu ∈ L2(D; dx).

Let us define the flux N (u)(a∗j ) of u at a∗j by

(3.7) N (u)(a∗j ) =

∫
D

∇u(x) · ∇uj(x)dx+

∫
D

Δu(x)uj(x)dx.

Then (3.6) is equivalent to

(3.8) N (u)(a∗j ) = 0 for every j = 1, . . . , N.

Hence we have established the following.

Theorem 3.2. A function u ∈ F∗ is in D(A∗) if and only if the distributional
Laplacian Δu of u exists as an L2-integrable function on D and u has zero flux at
every a∗j . Moreover, for u ∈ D(A∗), A∗u = 1

2Δu on D.
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Note that when ∂Kj is smooth for j = 1, . . . , N , then by the Green-Gauss
formula we have

N (u)(a∗j ) =

∫
∂K

∂u(x)

∂n
u(j)(x)σ(dx),

where n is the unit outward normal vector field of D on ∂D and σ is the surface
measure on ∂D. Since u(j)(x) = 1 on Kj and u(j)(x) = 0 on Ki with i �= j,

(3.9) N (u)(a∗j ) =

∫
∂Kj

∂u(x)

∂n
σ(dx).

For α ≥ 0, we use G∗
α to denote the α-order resolvent of Z∗; that is, G∗

αf(x) =
Ex

[∫∞
0

e−αtf(Z∗
t )dt
]
for f ≥ 0 on D∗. Throughout this paper, we use the conven-

tion that ∂ is a cemetery point added to D∗, Z∗
t = ∂ for t ≥ ζ∗ and that every

function f defined on D∗ is extended to ∂ by setting f(∂) = 0. When α = 0, we
will simply denote G∗

0 by G∗.

Lemma 3.3. If E is bounded, then for every f ∈ L∞(D)(= L∞(D;m)), G∗f ∈
D(A∗) with A∗G∗f = −f .

Proof. Since D = E\K is bounded, G0(L∞(D)) ⊂ L∞(D) ⊂ L2(D) for the 0-order
resolvent G0 of Z0 in view of (4.6) below with wD = 0. G∗ has the same property
because for f ∈ L∞(D), G∗f is a linear combination of G0f and ϕ(i) for 1 ≤ i ≤ N.
Hence the resolvent equation G∗f = G∗

1f +G∗
1(G

∗f) yields that G∗f ∈ D(A∗) with
A∗G∗f = −f . �
3.3. Zero period property of BMD-harmonic functions. In this subsection,
we assume that E is a planar domain whose complement is a continuum and
A1, · · ·AN are disjoint compact continua contained in E so that each E \ Aj is

connected. As before, K =
⋃N

j=1Aj . The domain D := E \K is called (N + 1)-

connected. In what follows, we mostly consider an (N + 1)-connected domain with
E being the upper half-plane H. An (N +1)-connected domain D = E \K is called
a standard slit domain if E = H and Ai ⊂ H is a line segment parallel to the x-axis
for each 1 ≤ i ≤ N .

Let γ be a C1-smooth simple curve surrounding Aj , namely, γ ⊂ D, insγ ⊃ Aj ,

insγ ∩ Ak = ∅, k �= j. Here insγ denotes the bounded component of C \ γ and is
called the interior of γ. For a harmonic function u defined in a neighborhood of
Aj , the value ∫

γ

∂u(ζ)

∂nζ
ds(ζ)

is independent of the choice of such curve γ with n denoting the normal vector
pointing toward Aj and s the arc length of γ. This value is called the period of u
around Aj .

Theorem 3.4. Let O be a connected open subset of D∗. A Z∗-harmonic function
in O has zero period around Ai for every i with a∗i ∈ O.

Proof. The assertion trivially holds if O does not contain any a∗i . In view of Theo-
rem 3.1 and the equivalence (3.3), without loss of generality, we may and do assume
that E is bounded with smooth boundary ∂E, D∗ = O and thatD∗ contains exactly
one a∗1 (that is, K consists of exactly one compact continuum A1).

Suppose that v is Z∗-harmonic in D∗. Clearly v is harmonic in D. Let U1 and
U2 be relatively compact open subsets of E so that A1 ⊂ U1 ⊂ U1 ⊂ U2 ⊂ U2 ⊂ E.
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Let ψ ∈ C∞
c (R2) so that ψ = 1 on U1 and ψ = 0 on Uc

2 . Define f(x) = − 1
2Δ(ψv)(x)

for x ∈ D. Note that f ∈ L∞(D; dx) and f = 0 on D \ (U2 \U1). Hence G∗f is Z∗-
harmonic in (U1 ∩D)∪ {a∗1} and so is w := ψv−G∗f . On the other hand, Lemma
3.3 implies that w is harmonic and hence Z∗-harmonic in D. Thus by Theorem
3.1, w is Z∗-harmonic in D∗. Since both ψv and G∗f vanish on ∂E = ∂D∗, w = 0
on ∂D∗. Thus by the maximum principle for the bounded Z∗-harmonic function
w on D∗ (note that a∗1 is an interior point of D∗), we have w = 0 on D∗, that is,
ψv = G∗f on D∗.

Let u1(x) := Ex [e
−σA1 ], which is smooth, strictly smaller than 1 on D, and

continuous on E with value 1 on A1. For ε ∈ (0, 1), let ηε be the boundary of
the connected component of {x ∈ E : u1(x) > 1 − ε} that contains A1. By
Sard’s theorem (see, e.g., [15]), there is a set N0 having zero Lebesgue measure
so that for every ε ∈ (0, 1) \ N0, ηε is C∞-smooth. Take a decreasing sequence
{εn, n ≥ 1} ∈ (0, 1) \ N0 with limn→∞ εn = 0. Since {x ∈ E : u1(x) > 1 − εn}
decreases to A1, we may assume that each ηεn is contained inside U1. As ψ = 1 on
U1, we can see by the Green-Gauss formula, Theorem 3.2 and Lemma 3.3 that the
period of v at a∗1 equals

lim
n→∞

∫
ηεn

∂(ψv)(ξ)

∂nξ
σ(dξ) = lim

n→∞

1

1− εn

∫
ηεn

∂G∗f(ξ)

∂nξ
u1(ξ)σ(dξ)

= lim
n→∞

1

1− εn

∫
D\ins(ηn)

(∇u1 · ∇G∗f + u1ΔG∗f) dx

=

∫
D

∇u1(x) · ∇G∗f(x)dx+

∫
D

u1(x)ΔG∗f(x)dx = 2N (G∗f)(a∗1) = 0.

Here n denotes the unit inward normal vector field on ηεn for the interior of ηεn . �

Remark 3.5. Theorem 3.2, Lemma 3.3 and Theorem 3.4 in fact hold in any dimen-
sion. Moreover, the statement in Theorem 3.4 is in fact a characterization for v to
be Z∗-harmonic in O; see [4] for details.

By the zero period property of v, the value of

(3.10) u(z) = −
∫
γ

∂v(ξ)

∂nξ
σ(dξ)

is independent of the choice of the smooth C2 simple curve γ that joins a fixed z0
to z, and f(z) := u(z) + iv(z) is an analytic function in D. Hence we obtain

Corollary 3.6. If v is Z∗-harmonic on D∗, then −v
∣∣
D

admits a harmonic conju-

gate u on D uniquely up to an additive real constant so that f(z) = u(z)+iv(z), z ∈
D, is an analytic function on D.

4. Green function, harmonic functions and their periods

We first consider a planar domain D whose complement is non-empty and con-
sists of continuum components. We recall the relationship between the 0-order
resolvent density of the ABM Z0 on D and the classical Green function. De-
note by p0t (z, ζ), z, ζ ∈ D, the transition density of the ABM Z0 on D and
τD := inf{t > 0 : Zt /∈ D} the first exit time of the Brownian motion Z = (Zt,Pz)
from D. Since Z has transition density function n(t, z − ζ) with respect to the
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Lebesgue measure on R2, where n(t, z) = (2πt)−1 exp
(
− |z|2

2t

)
, it follows from the

strong Markov property of Z that

(4.1) p0t (z, ζ) = n(t, z − ζ)− Ez[n(t− τD, ZτD − ζ); τD < t].

The resolvent density G0
α(z, ζ) and the 0-order resolvent density G0(z, ζ) of Z0 are

defined respectively by

G0
α(z, ζ) =

∫ ∞

0

e−αtp0t (z, ζ)dt and G0(z, ζ) =

∫ ∞

0

p0t (z, ζ)dt, z, ζ ∈ D.

The integral
∫∞
0

n(t, z)dt is infinite, but the re-centered integral∫ ∞

0

(n(t, z)− n(t, e1)) dt =

∫ ∞

0

1

2πt

(
e−|z|2/2t − e−1/2t

)
dt

= − 1

π
log |z| for z ∈ C(4.2)

is finite where e1 = (1, 0) ∈ C. Since n(t, z) ≥ n(t, e1) when |z| ≤ 1 and n(t, z) <
n(t, e1) when |z| > 1, in fact we have from (4.2) that

(4.3)

∫ ∞

0

|n(t, z)− n(t, e1)|dt =
1

π
|log |z|| for z ∈ C.

Moreover, we know from [17, Theorem 3.4.2] and Harnack’s inequality that

(4.4) Ez [|log |ZτD − ζ||] < ∞ for every z, ζ ∈ D.

From (4.1), one has

p0t (z, ζ) = n(t, z − ζ)− n(t, e1)− Ez[n(t− τD, ZτD − ζ)− n(t− τD, e1); τD < t]

+n(t, e1)− Ez[n(t− τD, e1); τD < t].(4.5)

Hence it follows from (4.3)-(4.4) that for distinct z, ζ ∈ D,∫ ∞

0

|n(t, e1)− Ez[n(t− τD, e1); τD < t]|dt

≤ G0(z, ζ) +
1

π
| log |z − ζ||+ 1

π
Ez [| log |ZτD − ζ||] < ∞.

Let WD(z) =
∫∞
0

Ez

[
n(t, e1)− n(t− τD, e1)1{t>τD}

]
dt. Then it follows from

(4.5) that

(4.6) G0(z, ζ) = − 1

π
log |z − ζ|+ 1

π
Ez log |ZτD − ζ|+WD(z), z, ζ ∈ D.

By [17, Proposition 4.5.4], for each ζ ∈ D, as a function of z, G0(z, ζ)+ 1
π log |z− ζ|

is harmonic in D and thus so is WD(z). Note that

WD(z) = lim
N→∞

∫ N

0

Ez

[
n(t, e1)− n(t− τD, e1)1{t>τD}

]
dt

= lim
N→∞

Ez

[∫ N

0

n(t, e1)dt−
∫ N∨τD−τD

0

n(s, e1)ds

]

= lim
N→∞

Ez

[∫ N

N∨τD−τD

n(t, e1)dt

]
≥ 0.

From the last display, we get the following monotonicity property on W :

if D1 ⊃ D2, then WD1
(z) ≥ WD2

(z) for every z ∈ D2.
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Denote by H the upper half-plane {z = x + iy ∈ C : y > 0} and by GH,0(z, ζ)
the 0-order resolvent density of the ABM ZH,0 in H. One deduces easily from (4.2)

and the identity pH,0
t (z, ζ) = n(t, z − ζ)− n(t, z − ζ̄) that

(4.7) GH,0(z, ζ) =
1

π

(
log |z − ζ̄| − log |z − ζ|

)
.

By (4.6), WH(z) = 1
π

(
log |z − ζ̄| − Ez log |ZτH − ζ|

)
. Taking ζ = iy and letting

y → +∞, one concludes from the above display that WH ≡ 0. Consequently, for
any D ⊂ H, we have by the monotonicity that WD = 0 on D and

(4.8) G0(z, ζ) = − 1

π
log |z − ζ|+ 1

π
Ez log |ZτD − ζ|, z, ζ ∈ D.

In other words, the 0-order resolvent density of Z0 coincides with the classical
Green function multiplied by the constant 1

π whenever the domain D is contained
in a half space. For this reason, we call the 0-order resolvent density of the ABM
Z0 on D also its Green function. We point out that WD can be non-trivial for
some unbounded D. For example, when D = {z ∈ C : |z| > r} for r > 0,
WD(z) = 1

π log+(|z|/r) (cf. [17, Proposition 4.9]). We take this opportunity to
point out that some condition is needed for Proposition 2.36 of [13] to hold for a
regular domain D in R2.

The bounded harmonic function in H \ D with boundary values 1 on ∂D and 0
on R tends to zero at infinity. By the maximum principle, we easily obtain

Lemma 4.1. Let D = H \K be an (N + 1)-connected domain.
(i) The function ϕ(j)(z), z ∈ D, defined by (2.4) with E = H is harmonic in D

and satisfies

(4.9) lim
|z|→∞,z∈D

ϕ(j)(z) = 0, j ≥ 1.

(ii) For any continuous function g on ∂H with compact support, the function

(4.10) ψg(z) := E0
z

[
g(Z0

ζ0−);Z
0
ζ0− ∈ ∂H

]
, z ∈ D,

is a harmonic function in D and satisfies

(4.11) lim
|z|→∞,z∈D

ψg(z) = 0.

Here ζ0 denotes the lifetime of the ABM Z0 on D.

Lemma 4.2. Denote the positive x-axis and the positive y-axis by Γ0 and Λ0,
respectively. Let Z = (Zt,Pz) be the Brownian motion on C. Then

(4.12) Pz(σΛ0
< σΓ0

) =
2

π
tan−1(y/x) for z = x+ iy with x > 0, y > 0.

Proof. The conformal map φ(z) = z2 of the first quadrant onto the upper half-
plane maps Λ0 onto (−∞, 0) and Γ0 onto (0,∞). Hence the lemma follows from
the conformal invariance of the absorbing Brownian motion and the formula

ω(z,H, [a, b]) =
1

π
arg

z − b

z − a

for the harmonic measure of an interval (a, b) in H; see [11, I (1.1)]. �
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Lemma 4.3. For a > 0, consider the rectangle Ra := {z = x + iy : −a < x <
a, 0 < y < a} and put Σa = ∂Ra \ ∂H. Let h be a harmonic function on H \ R�0

for some 
0 > 0 such that

(4.13) sup
ζ∈H\R�0

|h(ζ)| := C < ∞, h(x+ i0+) = 0 for any x with |x| > 
0.

Then

(4.14)

∫
Σ�

∣∣∣∣∂h(ζ)∂nζ

∣∣∣∣ ds(ζ) ≤ 8C for any 
 > 2
0.

The estimate (4.14) follows readily from the Poisson formulae for the harmonic
function h on the half-planes {z ∈ C : y > 
1} and {z ∈ C : x > 
1}. The latter
reads, for x > 
1, y > 0,

(4.15) h(x+ iy) =
1

π

∫ ∞

−∞

x− 
1
(y − y′)2 + (x− 
1)2

h(
1 + iy′)dy′,

where h is extended from {z ∈ C : x > 
0, y > 0} to {z ∈ C : x > 
0} by the
Schwarz reflection.

We will also need the following; see for instance [11, Theorem II.2.3] for the
standard proof of (i). The second part easily follows by approximation of H with
bounded domains, using Lemma 4.3.

Lemma 4.4. Let D = H \
⋃N

i=1 Ai be an (N + 1)-connected domain and f be a
harmonic function on D.

(i) Take mutually disjoint C1-smooth simple curves γi surrounding Ai, 1 ≤
i ≤ N, and an analytic Jordan curve Γ ⊂ H containing

⋃N
i=1 ins γi. Then,

for any z ∈ ins Γ \
⋃N

i=1 ins γi,

f(z) = −1

2

N∑
k=1

∫
γk

∂G0(z, ζ)

∂nζ
f(ζ)ds(ζ) +

1

2

N∑
k=1

∫
γk

G0(z, ζ)
∂f(ζ)

∂nζ
ds(ζ)

−1

2

∫
Γ

∂G0(z, ζ)

∂nζ
f(ζ)ds(ζ) +

1

2

∫
Γ

G0(z, ζ)
∂f(ζ)

∂nζ
ds(ζ).(4.16)

(ii) Suppose further that a harmonic function f on D takes a smooth boundary
function with compact support on ∂H and satisfies

(4.17) lim
|ζ|→∞, ζ∈D

f(ζ) = 0.

Then, for analytic smooth simple curves γi, 1 ≤ i ≤ N, as in (i) and for

any z ∈ H \
⋃N

i=1 γi,

f(z) = −1

2

N∑
k=1

∫
γk

∂G0(z, ζ)

∂nζ
f(ζ)ds(ζ) +

1

2

N∑
k=1

∫
γk

G0(z, ζ)
∂f(ζ)

∂nζ
ds(ζ)

−1

2

∫
∂H

∂G0(z, ζ)

∂nζ
f(ζ)ds(ζ).(4.18)

Theorem 4.5. Let D = H \
⋃N

i=1 Ai be an (N + 1)-connected domain.

(i) For each z ∈ D, 1 ≤ i ≤ N, −2ϕ(i)(z) equals the period of the harmonic
function G0(z, ·) around Ai.
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(ii) For any bounded continuous function g on ∂H,

(4.19) E0
z

[
g(Z0

ζ0−);Z
0
ζ0− ∈ ∂H

]
= −1

2

∫
∂H

∂G0(z, ζ)

∂nζ
g(ζ)ds(ζ), z ∈ D.

(iii) Let f be a harmonic function on D taking a constant value fi on each ∂Ai,
taking a continuous boundary function with compact support on ∂H and
satisfying

(4.20) lim
|z|→∞, z∈D

f(z) = 0.

It then holds for every z ∈ D that

(4.21) f(z) =

N∑
k=1

fkϕ
(k)(z)− 1

2

∫
∂H

∂G0(z, ζ)

∂nζ
f(ζ)ds(ζ).

It also holds that for each 1 ≤ i ≤ N,

(4.22) the period of f around Ai =
N∑

k=1

fkaki +

∫
∂H

∂ϕ(i)(ζ)

∂nζ
f(ζ)ds(ζ),

where aki denotes the period of ϕ(k) around Ai.

Proof. (i) If the Ai are closed analytic curves, the claim follows from Lemma 4.4
with f = ϕ(i). In general, approximate Ai by the level sets {G0(z, ζ) = a} which
are closed analytic curves for almost all values of a > 0. Since the Green function
G0

a of the domain Da = {z : G0(z, ζ) > a} satisfies G0
a = G0 − a, the claim follows

from the weak convergence of harmonic measure of Da to the harmonic measure of
D; see [11, II Exercise 4].

(ii) can be proved similarly by applying Lemma 4.4 to the function f which
coincides with g on ∂H and which is zero on ∂Da \ ∂H. Since Lemma 4.4 assumes
smoothness of the boundary function, it should be applied to a mollification gε of
g, rather than g itself. Passing to the limit ε → 0 poses no difficulties.

(iii) Let h be the difference of the functions on both sides of (4.21). Then

h is a harmonic function on D taking value 0 on
⋃N

i=1 Ai and on ∂H as well.
By condition (4.20) and Lemma 4.1, lim|z|→∞,z∈D h(z) = 0. Hence the maximum
principle applies to h as in [16, p. 9], and we can conclude that h = 0.

Finally (4.22) follows from (4.21) by taking the periods around Ai on both sides
of (4.21) and by noting (i) and the symmetry of G0. �

5. Green function and Poisson kernel of BMD

Since

P∗
z(ζ

∗ < ∞, Z∗
ζ∗− ∈ ∂H) ≥ P0

z(ζ
0 < ∞, Z0

ζ0− ∈ ∂H) > 0, z ∈ D,

Z∗ is transient. Denote by G∗ the 0-order resolvent of Z∗:

G∗f(z) = E∗
z

[∫ ∞

0

f(Zs)dt

]
, z ∈ D∗, f ∈ B+(D

∗).

Lemma 5.1. For any Borel measurable function f ≥ 0 on D∗,

G∗f(z) =

∫
D

G∗(z, ζ)f(ζ)m(dζ),
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where

(5.1) G∗(z, ζ) = G0(z, ζ) + 2Φ(z)A−1Φ(ζ)tr z ∈ D∗, ζ ∈ D.

Here Φ(z) = (ϕ(1)(z), · · · , ϕ(N)(z)), A is an N ×N-matrix whose (i, j)-component
aij is the period of ϕ(j) around Ai, 1 ≤ i, j ≤ N , and the superscript “tr” denotes
a vector transpose.

Proof. Let f ∈ Cc(D). Then G∗f ∈ F∗ is Z∗-harmonic in D∗ \ supp[f ] and

G∗f(z) = G0f(z) +

N∑
i=1

ϕ(i)(z)λi, where λi = G∗f(a∗i ).

By Theorem 3.4, we have for a smooth simple curve γj surrounding Aj ,

1

2

N∑
i=1

aijλi = −1

2

∫
γj

∂G0f(ζ)

∂nζ
ds(ζ), 1 ≤ i, j ≤ N.

Since the right-hand side in the above equals (ϕ(j), f) in view of the symmetry of
G0, and Theorem 4.5(i), it suffices to solve the above linear equation in λi, 1 ≤ i ≤
N. �

We call G∗(z, ζ), z ∈ D∗, ζ ∈ D, of Lemma 5.1 the Green function of Z∗. One can
deduce the symmetry of the matrix Ǎ from the symmetry of the Green functions
of Z0 and Z∗. We now define the Poisson kernel of Z∗ by

K∗(z, ζ) = −1

2

∂

∂nζ
G∗(z, ζ), z ∈ D∗, ζ ∈ ∂H.

Note that

(5.2) K∗(z, ζ) = −1

2

∂

∂nζ
G0(z, ζ)− Φ(z)A−1 ∂

∂nζ
Φ(ζ)tr, z ∈ D∗, ζ ∈ ∂H.

Thus for each ζ ∈ ∂H, z �→ K∗(z, ζ) is a Z∗-harmonic function of z on D∗.

Lemma 5.2. (i) For any closed interval J ⊂ ∂H, K∗(z, ζ) can be uniquely
extended to a jointly continuous function on (H \ J)× J.

(ii) For any g ∈ bC(∂H), the integral

H∗g(z) =

∫
∂H

K∗(z, ζ)g(ζ)ds(ζ), z ∈ D∗,

gives a well-defined bounded Z∗-harmonic function on D∗ and

(5.3) lim
z→ζ,z∈D

H∗g(z) = g(ζ), ζ ∈ ∂H.

(iii) It holds that

(5.4) lim
z→∞

K∗(z, ζ) = 0 uniformly in ζ on any compact interval of ∂H.

(iv) It holds for any g ∈ bC(∂H) that

(5.5) E∗
z

[
g(Z∗

ζ∗−)
]
= H∗g(z), x ∈ D∗,

where ζ∗ denotes the lifetime of Z∗.
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Proof. (i) Note that every point in Cj (resp. ∂H) is a regular point for Cj (resp.

∂H). Thus G0(·, ζ) extends to be a continuous function on H\{ζ} by taking values
0 on ∂H ∪K, and ϕ(k) extends to be a continuous function on H by taking values
δkj on Aj and 0 on ∂H. Since G0(z, ζ) and ϕ(k)(ζ), 1 ≤ k ≤ N, are, as functions of
ζ, harmonic in D and vanish on ∂H, they admit harmonic extensions across ∂H by
the Schwarz reflection. Now by the integral representation of harmonic functions in
balls in terms of Poisson kernels, the right-hand side of (5.2) is jointly continuous
on the desired set.

(ii) Since ϕ(k) vanishes on ∂H, ∂ϕ(j)(x+iy)
∂y

∣∣
y=0

≥ 0 for every x ∈ R. For every

non-negative function g on ∂H, we have by (4.19) and (5.2)

H∗g(z) = E0
z

[
g(Z0

ζ0−)
]
+

N∑
i,j=1

ϕ(i)(z)(A−1)ij

∫ ∞

−∞

∂ϕ(j)(x+ iy)

∂y

∣∣
y=0

g(x)dx.

So it suffices to show that

(5.6)

∫ ∞

−∞

∂ϕ(k)(x+ iy)

∂y

∣∣
y=0

dx ≤ 2ν(k)(Ak).

To verify (5.6), consider the ABM ZH,0 = (ZH,0
t ,PH,0

z ) on the upper half-plane
H and let ψ(k)(z) = PH,0

z (σAk
< ∞), z ∈ H, 1 ≤ k ≤ N. The function ψ(k) is

a 0-order equilibrium potential of the compact set Ak. So by Corollary 3.4.3 and
the 0-order version of Lemma 2.3.10 of [5], there is a finite positive measure ν(k)

concentrated on Ak so that

ψ(k)(z) =

∫
Ak

GH,0(z, z′)dν(k)(z′), z ∈ H.

Here GH,0(z, z′) is the Green function of ZH,0 given by (4.7).
The measure ν(k) is called the 0-order equilibrium measure of Ak relative to

ZH,0, and ν(k)(Ak) is the (0-order) capacity of Ak in H (cf. [5]). Since ϕ(k) ≤ ψ(k),
we have

∂ϕ(k)(x+ iy)

∂y

∣∣
y=0

≤ 2

π

∫
Ak

y′

(x− x′)2 + (y′)2
ν(k)(dz′),

which yields (5.6).
(iii) In view of the domination G0(z, ζ) ≤ GH,0(z, ζ) and (4.7), we have for

z = x+ iy ∈ D, ζ = ξ + i0 ∈ ∂H,

(5.7) −1

2

∂

∂nζ
G0(z, ζ) ≤ 1

π

y

(x− ξ)2 + y2
.

Hence the first term of the expression (5.2) of K∗(z, ζ) converges to 0 as z → ∞
uniformly in ζ on any compact interval of ∂H, and so does its second term due to

(4.9) and the continuity of ∂ϕ(j)(ζ)
∂nζ

in ζ ∈ ∂H for every 1 ≤ j ≤ N. Thus we get

(5.4).
(iv) It is enough to prove (5.5) for a continuous function g on ∂H with compact

support. Both sides of (5.5) are Z∗-harmonic functions with the same boundary
value g(ζ), ζ ∈ ∂H. As z → ∞, the right-hand side vanishes by (5.4), and so
does the left-hand side because it is a linear combination of ψg(z) of (4.10) and

ϕ(i)(z), 1 ≤ i ≤ N, and (4.9) and (4.11) apply. Hence (5.5) holds by the maximum
principle. �
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6. Complex Poisson kernel of BMD

and the chordal Komatu-Loewner equation

For z ∈ C and r > 0, we use either Br(z) or B(z, r) to denote the open ball with
radius r centered at z.

6.1. Complex Poisson kernel of BMD on a slit domain. Let D = H \
{C1, · · · , CN} be a standard slit domain and K∗(z, ζ), z ∈ D∗, ζ ∈ ∂H, be the
Poisson kernel (5.2) of the BMD on D∗. As K∗(z, ζ) is BMD-harmonic in z ∈ D
for each fixed ζ ∈ ∂H, by Corollary 3.6 there is an analytic function Ψ(z, ζ), unique
up to an additive real constant, having K∗(z, ζ) as its imaginary part.

Lemma 6.1. (i) The limit limz→∞ Ψ(z, ζ) exists and is real-valued. Furthermore
lim supz→∞ supζ∈J |Ψ(z, ζ)| < ∞ for any compact interval J ⊂ ∂H.

(ii) Ψ(z, ζ) is determined uniquely by the normalization condition

(6.1) lim
z→∞

Ψ(z, ζ) = 0.

Ψ(z, ζ) is then jointly continuous in (z, ζ) on
(
D ∪
(⋃N

i=1(C
+
i ∪ C−

i )
)
∪ (∂H \ J)

)
×J . Here J is any compact subinterval of ∂H and C+

i (resp. C−
i ) denotes the

upper (resp. lower) side of the (closed) slit Ci equipped with the topology induced
from the path distance in D.

Proof. (i) By (5.7), we have

(6.2) −1

2

∂

∂y

∂

∂nζ
G0(z, ζ)

∣∣
y=0

≤ 1

π

1

(x− ξ)2
,

which combined with the expression (5.2) and (5.6) implies that for any interval
I ⊂ ∂H containing ζ,

(6.3)

∫
∂H\I

∣∣∣∣∂K∗(x+ iy, ζ)

∂y

∣∣∣∣
y=0

dx is finite and continuous in ζ ∈ I.

Since z �→ Ψ(z, ζ) is an analytic function on D whose imaginary part vanishes
on ∂H \ ζ by (5.2) and (5.7), it can be extended to an analytic function on E =

C \ (
⋃N

k=1Ck)∪ (
⋃N

k=1 π(Ck)) \ {ζ} by the reflection principle, where π denotes the
reflection with respect to ∂H. Denote the extended analytic function z �→ Ψ(z, ζ)
as u(z) + iv(z) with v(z) = K∗(z, ζ). The real part u can then be evaluated by

(6.4) u(z)− u(z0) =

∫
C

vydx− vxdy

(
= −
∫
C

∂v(z′)

∂nz′
ds(z′)

)
,

where C is any smooth simple curve connecting z0 with z in D. We fix an arbitrary
compact interval J ⊂ ∂H and take ζ ∈ J, z0 ∈ ∂H \ J. Choose 
0 > 0 with

J ⊂ (−
0, 
0),
⋃N

i=1 Ci ⊂ R�0 .
By (5.4), we see that v(z) = K∗(z, ζ) is bounded on H \R�0 uniformly in ζ ∈ J.

Therefore by Lemma 4.3,

sup
ζ∈J,�>2�0

∫
Σ�

∣∣∣∂K∗(z, ζ)

∂nz

∣∣∣ds(z) < ∞.

For z ∈ H \ R2�0 , let 
 ≥ 2
0 be such that z ∈ Σl and C be a smooth simple
curve connecting z0 to z in D. By the zero period property of v, the integral of
∂v(z′)

∂nz′
ds(z′) along a closed Jordan curve consisting of C, a part of Σ� and a part
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of the x-axis vanishes. Hence we can deduce from Lemma 4.3 and (6.3) that u(z)
is bounded near ∞ uniformly in ζ ∈ J . This combined with (5.4) yields the second
assertion of (i).

In particular, the analytic function Ψ( 1z ) is uniformly bounded near the origin 0,
which is therefore a removable singularity of this analytic function near 0, yielding
the first assertion of (i).

(ii) Write Ψ(z, ζ) = u(z, ζ)+ iK∗(z, ζ). By Lemma 5.2(i), K∗(z, ζ) is continuous

in (z, ζ) on [C \
⋃N

k=1(Ck ∪ πCk) \ J ] × J, and so are ∂
∂xK

∗(z, ζ) and ∂
∂yK(z, ζ)

because K∗(z, ζ) is harmonic in z. Fix some z0 = x0 + i0 ∈ ∂H \ J located to the
right of J . As limx→∞ u(x + i0, ζ) = 0 by (6.1), we see from (6.4) that u(z, ζ),
z ∈ D ∪ (∂H \ J), ζ ∈ J , is determined by

u(z, ζ) =

∫
C

− ∂

∂y
K∗(x+ iy, ζ)dx+

∂

∂x
K∗(x+ iy, ζ)dy +

∫ ∞

x0

∂

∂y
K∗(x+ i0, ζ)dx,

for any smooth simple curve C connecting z0 to z in D ∪ (∂H \ J). Consequently,
for any z1, z2 ∈ D ∪ (∂H \ J),

(6.5) u(z2, ζ)− u(z1, ζ) =

∫
C

∂

∂y
K∗(x+ iy, ζ)dx− ∂

∂x
K∗(x+ iy, ζ)dy

for a smooth simple curve C joining z1 to z2 through D ∪ (∂H \ J). The joint
continuity of u(x, ζ) on (D∪∂H\J)×J follows from these two formulae and (6.3).

Since, as a function of z, K∗(z, ζ) takes a constant boundary value on each slit Ci,
it can be extended to be a harmonic function and hence a smooth function across C+

j

and C−
j except at the endpoints for every j = 1, . . . , N . It follows from the above

that u(z, ζ) can be extended continuously to C+
j and C−

j except at the endpoints for

every j = 1, . . . , N . We next show that u(z, ζ) can also be extended to the endpoints
of Cj . Let z1 be the left endpoint of Cj . Take ε > 0 small so that it is less than

one half of the length of Cj and that B(z1, ε) \ Cj ⊂ D. Then ψ(z) = (z − z1)
1/2

maps B(z1, ε)\Cj conformally onto B(0,
√
ε)∩H. Clearly f(z, ζ) := K∗(z2+z1, ζ)

is a harmonic function in z ∈ B(0,
√
ε) ∩ H that is continuous up to B(0,

√
ε) ∩

∂H and takes a constant value there. Hence by the Schwarz reflection principle,
f(z, ζ) can be extended to a harmonic function in z ∈ B(0,

√
ε) and so is smooth

there. Moreover, by the integral representation of harmonic functions in disks using
Poisson kernels, ∇zf(z, ζ) is in fact jointly continuous in (z, ζ) ∈ B(0,

√
ε) × ∂H.

This combined with (6.5) shows that z �→ u(z, ζ) can be extended continuously to
z1 and the resulting function is jointly continuous in (z, ζ). The case for the right
endpoint of Cj can be dealt with analogously. This completes the proof of the
lemma. �

We call Ψ(z, ζ), z ∈ D, ζ ∈ ∂H, subjected to the normalization condition (6.1)
the complex Poisson kernel of BMD for the standard slit domain D.

6.2. The map gt,s and an expression of at−as. We are in a position to consider
a fixed standard slit domain D = H \ {C1, · · · , CN} together with a Jordan arc

(6.6) γ : [0, tγ ] → D, γ(0) ∈ ∂H, γ(0, tγ ] ⊂ D.
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For each t ∈ [0, tγ ], let gt be a conformal map from D \ γ(0, t] onto a standard
slit domain Dt satisfying the condition

(6.7) gt(z) = z +
at
z

+ o(
1

|z| ), z → ∞.

at is then a real-valued function of t.
The unique existence of such a map gt can be seen as follows. Let

G = C \
N⋃

k=1

(Ck ∪ π(Ck)) \ (γ[0, t] ∪ π(γ[0, t])) ,

where π is the mirror reflection map with respect to ∂H. If gt satisfies the above-
mentioned properties, then it sends ∂H \ {γ(0)} onto ∂H minus a compact interval
homeomorphically so that gt can be extended by the Schwarz reflection to a con-

formal map g̃t from G onto C \
⋃2N+1

i=1 
i for some mutually disjoint horizontal line
segments {
i} satisfying the condition (6.7) for some complex at. As is well known
(e.g. [18, Theorem IX.23]), g̃t with the stated properties is unique and so is its
restriction gt to D \ γ(0, t]. The existence of a map f = g̃t on G with the stated

properties is also well known (e.g. [18, Theorem IX 22]). Since the map f̂ defined

by f̂(z) = f(z̄), z ∈ G, has the same properties as f , we have f = f̂ , and in
particular f sends real to real. So f

∣∣
D\γ[0,t] gives the desired map gt.

For 0 < s < t < tγ , define

(6.8) gt,s = gs ◦ g−1
t ,

which is a conformal map from Dt onto Ds \ gs(γ[s, t]). We can then deduce from
(6.7) that

(6.9) gt,s(z) = z +
as − at

z
+ o(

1

|z| ), z → ∞.

Define

(6.10) ξ(t) = gt(γ(t))(= lim
z→γ(t),z∈D\γ[0,t]

gt(z)).

By the well-known boundary correspondence for gt (cf. [6]), ξ(t) ∈ ∂H. Further-
more, by that for gt,s, there exist unique points β0(t, s) ∈ ∂H and β1(t, s) ∈ ∂H
such that

(6.11) β0(t, s) < ξ(t) < β1(t, s), gt,s(β0(t, s)) = gt,s(β1(t, s)) = ξ(s),

and it holds that

(6.12) 	gt,s(x+ i0+)

{
= 0 x ∈ ∂H \ (β0(t, s), β1(t, s)),
> 0 x ∈ (β0(t, s), β1(t, s)).

We let

Dt = H \
N⋃

k=1

Ct,k, 
t,s = [β0(t, s), β1(t, s)](⊂ ∂H).

Because of (6.12), gt,s extends by the Schwarz reflection to an analytic function on

(6.13) C \ Γt, where Γt =
N⋃

k=1

(Ct,k ∪ π(Ct,k)) ∪ 
t,s.

In what follows, we may and will assume that 0 /∈ 
t,s.
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Let Γ̃t =
⋃N

k=1(C̃t,k ∪ π̃(Ct,k)) ∪ 
̃t,s be the image of Γt under the inversion w =

1/z. Then gt,s(1/w) is analytic on C\Γ̃t\{0}, and so is f(w) =
(
gt,s(1/w)− 1

w

)
/w.

Since (6.9) implies

lim
w→0

f(w) = lim
z→∞

z{gt,s(z)− z} = as − at,

0 is a removable singularity of f and f extends to an analytic function on C \ Γ̃t

with

(6.14) 0 ∈ C \ Γ̃t, f(0) = as − at.

We note that limζ→∞ f(ζ) = limz→0 z{gt,s(z)− z} = 0 and so

lim
R→∞

∫
|ζ|=R

f(ζ)

ζ
dζ = 0.

Therefore we have from (6.14) and Cauchy’s integral formula

(6.15) as − at =
1

2πi

∫
⋃2N+1

k=1 γ̃k

f(ζ)

ζ
dζ,

where γ̃1, · · · , γ̃N (resp. γ̃N+1, · · · , γ̃2N ) are analytic contours surrounding

C̃t,1, · · · , C̃t,N (resp. π̃(Ct,1), · · · , ˜π(Ct,N )) and γ̃2N+1 is an analytic contour sur-

rounding 
̃t,s. They are disjoint and of clockwise orientation, and 0 is located
outside all of them.

Lemma 6.2. It holds for 0 ≤ s < t ≤ tγ that

(6.16) at − as =
1

π

∫ β1(t,s)

β0(t,s)

	gt,s(x+ i0+)dx.

Proof. From (6.15) and a change of variables of the line integral,

as − at =
1

2πi

∫
⋃2N+1

k=1 γ̃k

gt,s(
1
ζ )−

1
ζ

ζ2
dζ

= − 1

2πi

∫
⋃2N+1

k=1 γk

(gt,s(η)− η) dη,

where γk is the image of γ̃k under η = 1
ζ for 1 ≤ k ≤ 2N+1. Hence γ1, · · · , γN (resp.

γN+1, · · · , γ2N ) are analytic contours surrounding Ct,1, · · · , Ct,N (resp. π(Ct,1), · · · ,
π(Ct,N )) and γ2N+1 is an analytic contour surrounding 
t,s, all oriented clockwise.

Since 	gt,s(η) is constant on Ct,k, gt,s(η) admits analytic extensions across Ct,k

from both sides. Hence the integral
∫
γk
(gt,s(η) − η)dη equals

∫
Ct,k

(gt,s(η) − η)dη

for 1 ≤ k ≤ N and
∫
π(Ct,k)

(gt,s(η)− η)dη for N + 1 ≤ k ≤ 2N, the integral on Ct,k

(and on π(Ct,k)) being understood to be the sum of the integral along its upper
side and lower side with clockwise orientation. Taking as γ2N+1 a rectangle with
width 2ε surrounding 
t,s, we then have

as − at = − 1

2πi

N∑
k=1

∫
Ck∪π(Ck)

(gt,s(η)− η) dη

− lim
ε↓0

1

2πi

∫ β1(t,s)

β0(t,s)

(
(gt,s(x+ iε)− x− iε)− (gt,s(x+ iε)− x+ iε)

)
dx.
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Since as − at is real, we conclude that as − at equals

− 1

2π

N∑
k=1

∫
Ck∪π(Ck)

	 (gt,s(η)− η) dη − 1

π

∫ β1(t,s)

β0(t,s)

	gt,s(x+ i0+)dx.

But 	(gt,s(η)− η) takes the same constant value from both sides of each Ck and of
each π(Ck) so that the sum in the above vanishes. This establishes (6.16). �

Corollary 6.3. at is a strictly increasing left-continuous function in t > 0 with
a0 = 0.

Proof. at is strictly increasing in view of (6.12) and (6.16). Denote by γ+
s , γ−

s the
points of ‘both sides’ of the arc γ corresponding to γs. As s ↑ t, γ−

s → γt (resp.
γ+
s → γt) so that β0(t, s) = gt(γ

−
s ) ↑ gt(γt) = ξt (resp. β1(t, s) = gt(γ

+
s ) ↓ gt(γt) =

ξt). at is thus left continuous. Since g0(z) = z, z ∈ D, due to the uniqueness of g0
and (6.7), we have a0 = 0. �

6.3. Chordal Komatu-Loewner differential equation. Keeping the setting of
the preceding subsection, we now derive the Komatu-Loewner differential equation

(1.3), but with its left-hand side being replaced by the left derivative ∂−gt(z)
∂at

with
respect to the strictly increasing left continuous function at studied in the preceding
subsection.

Let Zt,∗ be the BMD on the standard slit domain Dt and Ψt(z, ζ), z ∈ Dt, ζ ∈
∂H, be the complex Poisson kernel of Zt,∗, namely, an analytic function on Dt

with its imaginary part being the Poisson kernel K∗
t (z, ζ) of Zt,∗ subject to the

normalization (6.1).

Theorem 6.4. The map gt satisfies the following chordal Komatu-Loewner differ-
ential equation: for t ∈ (0, tγ ] and z ∈ D \ γ[0, t], gt(z) is left differentiable with
respect to at and

(6.17)
∂−gt(z)

∂at
= −πΨt(gt(z), ξ(t)), g0(z) = z.

Proof. We proceed along the same line as in the proof of Theorem 3.1 in Bauer and
Friedrich [3], but with several modifications stated in §1.

We consider the analytic function

F (z) = gt,s(z)− z, z ∈ Dt,

which satisfies

(6.18) F (z) =
as − at

z
+ o(1/|z|).

Then, f(z) := 	F (z) is harmonic on Dt and takes a constant, say fi on each slit
Ct,i. As limz→∞ f(z) = 0 by (6.18), the formula (4.21) holds: for z ∈ Dt,

(6.19) f(z) =
N∑

k=1

fkϕ
(k)
t (z)− 1

2

∫
∂H

∂G0
t (z, ζ)

∂nζ
f(ζ)ds(ζ),

where {ϕ(i)
t } is the harmonic basis and G0

t (z, ζ) is the Green function of the ABM

on the domain Dt = H \
⋃N

k=1 Ct,k.
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Since f is the imaginary part of the analytic function F, its period around Ct,i

vanishes, and we have from (4.22)

(6.20) 0 = −
N∑

k=1

fkat,ki −
∫
∂H

∂ϕ
(i)
t (ζ)

∂nζ
f(ζ)ds(ζ),

for every 1 ≤ i ≤ N, where at,ki denotes the period of ϕ
(i)
t around the slit Ct,k.

Denote by At the symmetric matrix with (i, j)-component at,ij and by qt,ij the

(i, j)-component of A−1
t . Multiply both sides of (6.20) by

∑N
j=1 ϕ

(j)
t (z)qt,ji and

adding up in i, and finally add the resulting identity to (6.19). We are then left
with

f(z) =

∫
∂H

K∗
t (z, ζ)f(ζ)ds(ζ),

in view of the expression (5.2) of the Poisson kernelK∗
s (z, ζ) of Z

t,∗. Since f vanishes
on ∂H \ [β0(t, s), β1(t, s)], we have

f(z) =

∫ β1(t,s)

β0(t,s)

K∗
t (z, x)f(x)dx,

and accordingly,

(6.21) gt,s(z)− z =

∫ β1(t,s)

β0(t,s)

Ψt(z, x)	gt,s(x)dx+ c,

for some real constant c. By taking the normalization (6.8) and Lemma 6.1 into
account, we let z → ∞ in (6.21) to get c = 0. We then substitute z = gt(w) to
obtain

(6.22) gs(z)− gt(z) =

∫ β1(t,s)

β0(t,s)

Ψt(gt(z), x)	gt,s(x)dx.

By Lemma 6.1 (ii), Ψt(z, ζ) = ut(z, ζ)+iK∗
t (z, ζ) is continuous in ζ ∈ ∂H for each

z ∈ D, and consequently (6.16), (6.22) and the mean value theorem of integration
imply that, for some x′, x′′ ∈ (β0(t, s), β1(t, s)),

(6.23)
gs(z)− gt(z)

as − at
= −πut(gt(z), x

′)− iπK∗
t (gt(z), x

′′).

If we let s ↑ t, then both β0(t, s) and β1(t, s) converge to ξ(t) as was observed in
the proof of Corollary 6.3, and we arrive at the desired equation (6.17). �

7. A probabilistic representation of 	gt
For the conformal map gt studied in the preceding two subsections, we shall

give in this section a probabilistic representation of 	gt in terms of the absorbing

Brownian motion (ABM in abbreviation) on H and the BMD on (H \
⋃N

i=1 Ci) ∪
{c∗1, · · · , c∗N}. This representation will readily yield basic properties of the family
{	gt} that will be utilized in the next section.

More generally we start with an (N + 1)-connected domain (see §3.3)

(7.1) D = H \K with K =
N⋃
i=1

Ai.

We call a set F ⊂ H a compact H-hull if F is compact, F = F ∩ H and H \ F is
simply connected. We consider a compact H-hull F satisfying F ⊂ D. Denote by
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ZH = (ZH

t ,P
H

z ) the ABM onH and by ZH,∗ = (ZH,∗
t ,PH,∗

z ) the BMD onD∗ = D∪K∗

with K∗ = {a∗1, · · · , a∗N} obtained from ZH by regarding each compact continuum
Ai as one point a∗i .

For r > 0, let Γr = {z = x+ iy : y = r} and

(7.2) v∗(z) := lim
r→∞

r · PH,∗
z (σΓr

< σF ), z ∈ D∗ \ F.

Theorem 7.1. (i) The function v∗ on D∗ \ F is well defined and is Z∗-harmonic
on D∗ \ F. Furthermore

(7.3) v∗(z) = v(z) +

N∑
j=1

PH

z

(
σK < σF , Z

H

σK
∈ Aj

)
v∗(a∗j ), z ∈ D \ F,

where

(7.4) v(z) = 	z − EH

z

[
	ZH

σF∪K
; σF∪K < ∞

]
(≥ 0),

(7.5) v∗(a∗i ) =
N∑
j=1

Mij

1−R∗
j

∫
ηj

v(z)νj(dz), 1 ≤ i ≤ N.

Here η1, · · · , ηN are mutually disjoint smooth Jordan curves surrounding A1, · · · ,
AN , respectively,

(7.6) νi(dz) = P
H,∗
a∗
i

(
ZH,∗
σηi

∈ dz
)
, 1 ≤ i ≤ N,

(7.7) R∗
i =

∫
ηi

PH

z

(
σK < σF , ZH

σK
∈ Ai

)
νi(dz), 1 ≤ i ≤ N,

and Mij is the (i, j)-entry of the matrix M =
∑∞

n=0(Q
∗)n for a matrix Q∗ with

entries

(7.8) q∗ij =

{
P
H,∗
a∗
i

(
σK∗ < σF , Z

H,∗
σK∗ = a∗j

)
/(1−R∗

i ) if i �= j,

0 if i = j,
1 ≤ i, j ≤ N.

(ii) v∗
∣∣
D

admits a unique harmonic conjugate u∗ such that f(z) = u∗(z) +
iv∗(z), z ∈ D, is analytic on D and

(7.9) f(z) = z +
a

z
+ o(

1

z
), z → ∞,

for some positive constant a.

A proof of this theorem will be given in Appendix 1 by a series of lemmas. We
remark that the way of constructing v∗ in the above theorem is due to G. Lawler
[13], where ERBM on the N -connected domain was utilized in place of the current
BMD.

Theorem 7.2. The analytic function f of Theorem 7.1 is a conformal mapping

from H \ (F ∪ K) onto H \
⋃N

i=1 C̃i, where C̃i, 1 ≤ i ≤ N , are mutually disjoint
horizontal line segments in H.

Proof. Since v∗ = 0 on ∂(H \ F ), by Schwarz reflection we can extend f to an
analytic map from

(7.10) D1 = C \ (F ∪K ∪ π(F ∪K))
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into C, which satisfies

(7.11) f(z) = z +
a

z
+ o(

1

|z| ), z → ∞.

Let D2 = C \ f(∂D1), where f(∂D1) is defined in the sense of (11.1). Since
	f = v∗(a∗j ) on Aj and 	f = 0 on F ,

(7.12) f(∂D1) ⊂
{
z = x+ iy ∈ C : y = ±v∗(a∗j ) for j = 1, · · · , N or y = 0

}
.

This implies that the complement of D2 has empty interior, and so

(7.13) f(∂D1) = ∂D2.

We next show that ∞ is an interior point of D2. Since f has multiplicity 1 near
infinity, this will then imply by Theorem 11.2 that f is a conformal mapping from
D1 to D2. To this end, it suffices to show that f maps F and each Aj (understood
in the sense the limit points (11.1)) into a bounded subset in C.

Let φ be the conformal map of H \ F onto H that satisfies the hydrodynamic
normalization (7.11) at infinity (but with a possibly different constant a), and set
g = f ◦ φ−1. Clearly, g is well defined and analytic in H. Let O be an open
neighborhood of the interval I = φ(F ) (understood in the sense of limit points)
that is disjoint from φ(K). The imaginary part of g(z) tends to 0 as y = 	z → 0 in
O ∩H. Thus g extends analytically across the real line to be an analytic function
in the disk O. In particular, g is bounded in every compact subset O. This in
particular implies that f(F ) is bounded.

Similarly, for each j = 1, . . . , N , since Aj is a compact continuum, there is a
conformal map φj of the complement of the interval [0, 1] in C onto the complement
of Aj . Let Oj be a relatively compact open neighborhood of Aj that is disjoint from

the other boundary components. Then Ôj = φ−1
j (Oj) is an open neighborhood of

[0, 1], and gj = f ◦ φj is analytic in Ôj . Since φj(z) → Aj as z → [0, 1], the
imaginary part 	gj(z) = v∗(φj(z) → v∗(a∗j ) as z → [0, 1]. By the argument similar
to that in the previous paragraph, gj is bounded on every compact subset of Oi

and so f = gj ◦ φ−1
j is bounded near Aj .

In view of the above, we conclude from (7.11) that the pre-image of ∞ ∈ D2

under f is ∞ with multiplicity 1. Theorem 11.2 together with (7.12) implies that f
is conformal from D1 onto D2. As f is a topological homeomorphism between D1

and D2, D2 has to be (2N + 1)-connected as well. Thus D2 is a slit domain with
2N + 1 disjoint horizontal line segments symmetric relative to ∂H. None of them
degenerates to a single point. In fact, if one of them reduces to a point p, then, due
to (7.11), p is not a pole or an essential singularity of the analytic function f−1 so
that p is removable, contradicting the assumption that the boundary components
of D1 are continua. �

Let us return to the setting in the last two sections: D = H\K is a standard slit

domain with K =
⋃N

i=1 Ci and γ = {γ(t), 0 ≤ t ≤ tγ} is a Jordan arc satisfying
condition (6.6). For each fixed t ∈ [0, tγ ], let gt be the unique conformal map from
D \ γ(0, t] onto a standard slit domain satisfying property (6.7) at infinity. g0 is

the identity map. ZH,∗ = (ZH,∗
t , PH,∗

z ) will denote the BMD on D = D ∪K∗ with
K∗ = {c1,∗ , · · · , c∗N} obtained from the ABM ZH by regarding each slit Ci as a
point c∗i .
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For each t ∈ [0, tγ ], we let Ft = γ[0, t]. The functions v∗, v and the quantities
R∗

i , q∗ij specified by Theorem 7.1 but for Ci, c∗i , 1 ≤ i ≤ N, and Ft in place
of Ai, a∗i , 1 ≤ i ≤ N, and F will be designated by v∗t , vt and R∗

i (t), q∗ij(t),
respectively.

By virtue of Theorem 7.2, it then holds that

(7.14) v∗t (z) = 	gt(z), z ∈ D \ Ft.

Proposition 7.3. The function v∗t (z) can be continuously extended to K ∪ ∂H \
{γ(0)} as a jointly continuous function in [0, s] ×

(
H \ γ[0, s]

)
for each s ∈ (0, tγ ].

Moreover,

(7.15) 0 < inf
t∈[0,tγ ], 1≤k≤N

v∗t (c
∗
k) ≤ sup

t∈[0,tγ ], 1≤k≤N

v∗t (c
∗
k) < ∞,

and for every ε > 0,

(7.16) lim
t↓0

v∗t (z) = v∗0(z) = 	z, z ∈ H \ γ[0, ε].

Proof. Since any one-point set is polar with respect to the planar Brownian motion,
we have by the continuity of Brownian motion and the curve γ that for every z ∈ H,

(7.17) PH

z

(
lim
s→t

σFs
= σFt

)
= 1, PH

z

(
lim
s→t

σFs∪K = σFt∪K

)
= 1.

Similarly it holds that

(7.18) PH,∗
z

(
lim
s→t

σFs
= σFt

)
= 1 for every z ∈ D∗.

(7.17) implies that h(z, t) = EH

z [	ZH

σFt∪K
, σFt∪K < ∞] is continuous in t ∈ [0, s]

for each z ∈ H \ γ[0, s]. Since h(z, t) is harmonic in z ∈ H \ γ[0, s] and by taking
a constant value on each slit Ci, we get the joint continuity of vt(z) in (t, z) ∈
[0, s]×

(
H \ γ[0, s]

)
.

On the other hand, in view of (7.18), R∗
i (t) is a decreasing continuous function

in t. For each 1 ≤ i ≤ N ,

(7.19)
∑
j:j �=i

q∗ij(t) =
P
H,∗
c∗i

(
σK∗ < σFt

, ZH,∗
σK∗ �= c∗i

)
1−R∗

i (t)
,

which by (7.18) is continuous in t, and so

λ := max
1≤i≤N, 0≤t≤tγ

∑
j:j �=i

q∗ij(t) < 1.

It follows that Mij(t) ≤ 1 + 1/(1 − λ) ≤ 2/(1 − λ) for every t ∈ [0, tγ ] and that
Mij(t) is continuous in t. One concludes from (7.5) and the joint continuity of vt(z)
that v∗t (c

∗
i ) is a continuous function in t for every 1 ≤ i ≤ N . This and (7.3) yield

the joint continuity of v∗t (z) in (t, z) ∈ [0, s] ×
(
H \ γ[0, s]

)
, as well as (7.15) and

(7.16). �

In the remainder of this paper, for a Borel set A ⊂ H, we use ∂pA to denote the
boundary of A with respect to the topology induced by the path distance in H \A.
For instance, when A(⊂ H) is a horizontal line segment, ∂pA consists of the upper
part A+ and the lower part A− of the line segment A.
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Theorem 7.4. For each t > 0, the conformal map gt(z) extends continuously to
∂pK. Moreover, {gs(z); s ∈ [0, t]} are locally equi-continuous and locally uniformly
bounded in z ∈ D ∪ ∂pK ∪ ∂p(H \ γ[0, t]).

Proof. Let F̂t = γ[0, t]∪ π(γ[0, t]), where, as before, π denotes the mirror reflection
with respect to ∂H. By the Schwarz reflection principle, for each t > 0, we can

extend gt(z) to be an analytic function in C \
(
K ∪π(K)∪ F̂t

)
. Let u∗

t (z) = �gt(z)
and v∗t (z) = 	gt(z). We note that, owing to Proposition 7.3, v∗s (z) is continuously

extendable in z to C \ F̂t to be jointly continuous in (s, z) ∈ [0, t]× (C \ F̂t).

Since for each s ≥ 0, v∗s (z) is harmonic in z ∈ C \
(
K ∪ π(K) ∪ F̂t

)
, it follows

from the integral representation for harmonic functions in disks in terms of Poisson

kernels that ∇zv
∗
s (z) is jointly continuous in (s, z) ∈ [0, t]× (C \

(
K ∪ π(K) ∪ F̂t

)
).

Hence by the Cauchy-Riemann equation, so is ∇zu
∗
s(z). This implies that {u∗

s(z);

s ∈ [0, t]} are locally equi-continuous in z ∈ C \
(
K ∪ π(K) ∪ F̂t

)
. On the other

hand, it follows from (6.23) that for each fixed z ∈ D, t �→ u∗
t (z) is bounded in

t ∈ (0, tγ ]. These together with Proposition 7.3 yield that {gs(z); s ∈ [0, t]} are
locally equi-continuous and locally uniformly bounded in z ∈ D ∪ ∂H \ γ[0, t].

We next show that {gs(z); s ∈ [0, t]} are in fact locally equi-continuous and
locally uniformly bounded in z ∈ D ∪ ∂pK ∪ ∂P (H \ γ[0, t]). Since 	gs(z) takes
constant value on each slit ∂Cj , by Schwarz reflection principle, gs(z) = u∗

s(z) +
iv∗s (z) can be extended to be an analytic function across C+

j (resp. C−
j ) except at

the two endpoints of Cj . As the harmonic function v∗s (z) is jointly continuous in
(s, z), the same argument as above applies, and we conclude that {gs(z); s ∈ [0, t]}
are locally equi-continuous and locally uniformly bounded in a neighborhood of
every point in C+

j ∪ C−
j with the two endpoints removed.

For the left endpoint z1 of the slit Cj , take ε > 0 small so that it is less than

one-half of the length of Cj and that B(z1, ε) \ Cj ⊂ D. Then ψ(z) = (z − z1)
1/2

maps B(z1, ε) \ Cj conformally onto B(0,
√
ε) ∩ H. Consequently, gs ◦ ψ−1(z) =

gs(z
2 + z1) is an analytic function in z ∈ B(0,

√
ε) ∩ H that is continuous up to

B(0,
√
ε)∩ ∂H \ {0} and v∗s (z

2 + z1) = 	gs(z2 + z1) takes constant value there. By
the Schwarz reflection, gs(z

2 + z1) extends to B(0,
√
ε) \ {0}. Thus 0 is an isolated

singularity of gs(z
2+z1). Since 	gs(z2+z1) is bounded near the origin, it has to be

a removable singularity. It follows that gs(z
2 + z1) can be extended to be analytic

in z ∈ B(0,
√
ε) and 	gs(z2 + z1) = v∗s (z

2 + z1) is jointly continuous in (s, z). Thus
the same argument as above is applicable again in concluding that {gs(z); s ∈ [0, t]}
are equi-continuous and uniformly bounded in B(z1, ε/2) ∩ (D ∪ ∂pK). The case
for the right endpoint of Cj can be dealt with analogously.

The same argument with trivial modification establishes the analogous assertion
with γ[0, t] in place of Cj . By an obvious covering argument, we arrive at the
desired conclusion of the theorem. �

We will show in Theorem 8.3 below that for every t ∈ (0, tγ ], gs(z) is in fact
jointly continuous in (s, z) ∈ [0, t]× (D ∪ ∂pK ∪ ∂H \ γ[0, t]).

8. Continuity of gt, at, Dt and ξ(t)

Throughout this section, we maintain the setting of §6.2 and §6.3. Let gt(z) be
the conformal map from D \ γ(0, t] onto a standard slit domain Dt satisfying the
hydrodynamic normalization condition (6.7) at infinity. The goal of this section is
to show, using Proposition 7.3 and Theorem 7.4, the continuity of gt(z) in t with
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certain uniformity in z, and thereby derive the continuity of the function at in (6.7),
the standard slit domain Dt and the position ξ(t) ∈ ∂H defined in (6.10).

Recall the conformal map gt,s = gs ◦ g−1
t defined in §6.2 for 0 ≤ s < t < tγ ,

which sends Dt onto Ds \ gs(γ[s, t]). Denote by C+
t,i (resp. C−

t,i) the upper (resp.

lower) side of the slit Ct,i, and ∂pKt :=
⋃N

j=1(C
+
t,i ∪ C−

t,i). In the proof of the next

proposition, we will use the following identity that follows from (6.21) with c = 0,
Lemma 6.1 and Theorem 7.4:

(8.1) gt,s(z)− z =

∫
�t,s

Ψt(z, x)	gt,s(x)dx for s < t and z ∈ Dt ∪ ∂pKt ∪ ∂H.

Here 
t,s denotes the interval (β0(t, s), β1(t, s))(⊂ ∂H).

Theorem 8.1. For a fixed t ∈ (0, tγ ], lim
s↑t

gt,s(z) = z uniformly in z on each

compact subset of Dt ∪ ∂pKt ∪ (∂H \ {ξ(t)}).

Proof. We let Mγ = supt∈[0,tγ ] 	γ(t). We have by (7.3), (7.4) and (7.15),

sup
0≤s<t

sup
x∈�t,s

	gt,s(x) = sup
0≤s<t

sup
s≤s′≤t

	gs(γ(s′)) = sup
0≤s′≤t

sup
0≤s≤s′

v∗s (γ(s
′))

≤ Mγ +
N∑
j=1

sup
0≤s≤tγ

v∗s (c
∗
j ) =: M1 < ∞.(8.2)

For any compact subset L of Dt ∪ ∂pKt ∪ (∂H \ {ξ(t)}), choose ε > 0 and δ > 0
such that L ∩Bε(ξ(t)) = ∅ and 
t,t−δ ⊂ Bε(ξ(t)). We then see from Lemma 6.1(ii)
that M2 = sup{|Ψt(z, ζ)| : z ∈ L, ζ ∈ 
t,t−δ} is finite. Hence (8.1) implies that, for
any s ∈ (t− δ, t), supz∈L |gt,s(z)− z| ≤ M1M2|
t,s| < 2M1M2 ε. �

The inverse g−1
t,s = gt ◦ g−1

s of gt,s is a conformal map from Ds \ gs(γ[s, t]) onto
the standard slit domain Dt satisfying

(8.3) g−1
t,s (z) = z +

at − as
z

+ o(
1

|z| ), as |z| → ∞, 0 ≤ s < t ≤ tγ .

By the Schwarz reflection, g−1
t,s , 0 ≤ s < t ≤ tγ , extends to a conformal map from

C \ Λs onto C \ Γt still satisfying (8.3), where

Λs =
N⋃

k=1

(Cs,k ∪π(Cs,k))∪ gs(γ[s, t])∪π(gs(γ[s, t])), Γt =
N⋃

k=1

(Ct,k ∪π(Ct,k))∪ 
t,s.

Theorem 8.2. For a fixed s ∈ [0, tγ), lim
t↓s

g−1
t,s (z) = z uniformly in z on each

compact subset of Ds ∪ ∂pKs ∪ (∂H \ {ξ(s)}).

Proof. Without loss of generality, we may assume that s = 0, and so g−1
t,s = gt.

For any 0 < ε < R with B(γ(0), ε) ∩ K = ∅, K ⊂ B(γ(0), R), let Aε,R =(
(H \K) ∩ (B(γ(0), R) \B(γ(0), ε))

)
∪ ∂pK and take δ > 0 such that γ[0, δ] ⊂

B(γ(0), ε). In view of Theorem 7.4, the family {gt(z) = u∗
t (z) + iv∗t (z); 0 ≤ t ≤ δ}

is uniformly bounded and equi-continuous in z ∈ Aε,R. Therefore, every sequence
tn ↓ 0 admits a subsequence still denoted as tn such that g̃tn(z) := gtn(z) − z
converges uniformly on Aε,R, as n → ∞, to a function f , which is analytic on

D ∩ (B(γ(0), R) \ B(γ(0), ε)). It follows from (7.16) that 	f(z) = 0 and so f is a
constant.
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To show this constant is zero, extend gt by the Schwarz reflection as before. Since
gt is a conformal map from C\B(γ(0), R) to the outside of gt(∂B(γ(0), R)), it easily
follows that gt(z)−z also converges uniformly (with respect to the spherical metric)

on C\B(γ(0), R) to an analytic function that extends f. Near ∞ the Laurent series
of gt begins with gt(z) = z +O(1/z) so that f(z) → 0 as z → ∞. �

Theorems 8.1-8.2 together with Theorem 7.4 immediately yield the following.

Theorem 8.3. For every 0 < s ≤ tγ , gt(z) is jointly continuous in (t, z) ∈ [0, s]×
((D × ∂pK ∪ ∂H) \ γ[0, s]).

Theorem 8.2 in particular implies that, for a fixed s ∈ [0, tγ ],

(8.4) lim
t↓s

g−1
t,s (z) = z uniformly on each compact subset of C \ Λ0

s,

for Λ0
s =
⋃N

k=1(Cs,k ∪ π(Cs,k)) ∪ {ξ(s)}. This immediately leads us to the right
continuity of at in the following manner.

We may assume that ξ(s) �= 0. Let Λ̃0
s =
⋃N

k=1(C̃s,k ∪ π̃(Cs,k)) ∪ {̃ξ(s)} be the

image of Λ0
s under the inversion w = 1

z . Then ht,s(w) =
1
w

(
g−1
t,s (

1
w )− 1

w

)
is analytic

on C \ Λ̃0
s \ {0}. Just as (6.15), we can then get from (8.3) the integral formula

(8.5) at − as =
1

2πi

∫
⋃2N+1

k=1 γ̃k

ht,s(ζ)

ζ
dζ, s < t,

where γ̃1, · · · , γ̃N (resp. γ̃N+1, · · · , γ̃2N ) are analytic contours surrounding C̃s,1, · · · ,
C̃s,N (resp. π̃(Cs,1), · · · , ˜π(Cs,N )) and γ̃2N+1 is an analytic contour containing

{̃ξ(s)} inside such that 0 /∈
⋃2N+1

k=1 γ̃k.
By virtue of (8.4), ht,s(ζ) converges to 0 as t ↓ s uniformly in ζ on each γ̃k, 1 ≤

k ≤ 2N + 1, and consequently we get limt↓s at = as from (8.5). This together with
Corollary 6.3 yields

Theorem 8.4. at is a strictly increasing continuous function in t ∈ [0, tγ ] with
a0 = 0.

We next denote by D the collection of ‘labeled (ordered)’ standard slit domains.
For instance, H\{C1, C2, C3, · · · , CN} and H\{C2, C1, C3, · · · , CN} are considered
as different elements of D in general although they correspond to the same subset

H \
⋃N

i=1 Ci of H. For D, D̃ ∈ D, define their distance d(D, D̃) by

(8.6) d(D, D̃) = max
1≤i≤N

(|zi − z̃i|+ |z′i − z̃′i|),

where, for D = H \ {C1, C2, · · · , CN}, zi (resp. z′i) denotes the left (resp. right)

endpoint of Ci, 1 ≤ i ≤ N. z̃i, z̃′i, 1 ≤ i ≤ N, are the corresponding points to D̃.
{Dt : 0 ≤ t ≤ tγ} is a one parameter subfamily of D.

The following theorem follows immediately from Theorems 8.1-8.2.

Theorem 8.5. {Dt : 0 ≤ t ≤ tγ} is continuous in t in the sense that, for any
ε > 0, there exists δ > 0 such that, for any s with |t− s| < δ, d(Dt, Ds) < ε.

Theorem 8.6. ξ(t) is continuous in t ∈ [0, tγ ]. Moreover,

(8.7) lim
t↓s

β0(t, s) = ξ(s), lim
t↓s

β1(t, s) = ξ(s).
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Just as in Duren [8, p. 85], the left continuity of ξ(t) follows from Theorem 8.1,
while its right continuity as well as (8.7) follow from Theorem 8.2. So the proof of
Theorem 8.6 is omitted.

9. Lipschitz continuity of Ψ and differentiability of gt

The goal of this section is to establish the following theorem, which combined
with the theorems obtained in the preceding section will enable us to derive the
Komatu-Loewner differential equation (1.4) for the map gt(z) but with the left

derivative ∂−

∂t being replaced by the derivative ∂
∂t .

Recall the distance d defined by (8.6) on the space D of all ‘labeled’ standard
slit domains. For each D ∈ D, the associated BMD-complex Poisson kernel Ψ(z, ζ),
(z, ζ) ∈ D × ∂H, is well defined as in §6.1. Recall also that, for D = H \K, K =⋃N

i=1 Ci, C
+
i (resp. C−

i ) denotes the upper (resp. lower) side of the slit Ci, and

∂pK denotes the set
⋃N

i=1(C
+
i ∪C−

i ) with topology induced from the path distance
on H \K. By Lemma 6.1, Ψ(z, ζ) can be extended to be a continuous function on
(D ∪ ∂pK ∪ (∂H \ J))× J for any compact interval J ⊂ ∂H.

Theorem 9.1. The correspondence D �→ Ψ(z, ζ) is Lipschitz continuous in the
following sense: Let Uj , Vj , 1 ≤ j ≤ N, be any relatively compact open subset of
H with

(9.1) U j ⊂ Vj ⊂ V j ⊂ H and V j ∩ V k = ∅ for j �= k.

We fix any a > 0 and b > 0 so that the subcollection D0 of D defined by
(9.2)

D0 =

⎧⎨⎩H \
N⋃
j=1

Cj ∈ D : Cj ⊂ Uj , |zj − z′j | > a, dist(Cj , ∂Uj) > b, 1 ≤ j ≤ N

⎫⎬⎭
is non-empty. There exists ε0 > 0 such that for any ε ∈ (0, ε0) and for any D ∈ D0

and D̃ ∈ D with d(D, D̃) < ε, there exists a diffeomorphism f̃ε from H onto H

satisfying

(i) f̃ε is sending D onto D̃, linear on
⋃N

j=1 Uj and the identity map on H \⋃N
j=1 V j;

(ii) for some positive constant L1 independent of ε ∈ (0, ε0), D ∈ D0 and

D̃ ∈ D,

(9.3) |z − f̃ε(z)| ≤ L1ε, z ∈ H;

(iii) for any compact subset Q of H containing
⋃N

j=1 Uj and for any compact
subset J of ∂H,

(9.4) |Ψ(z, ζ)− Ψ̃(f̃ε(z), ζ)| ≤ LQ,J · ε, z ∈ (Q \K) ∪ ∂pK, ζ ∈ J,

where Ψ̃ denotes the BMD-complex Poisson kernel for D̃ and LQ,J is a

positive constant independent of ε ∈ (0, ε0), D ∈ D0 and D̃ ∈ D.

The proof of Theorem 9.1 will be carried out through Lemmas 9.2, 9.5 and 9.7.
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Let Uj and Vj be as in the statement of Theorem 9.1. For any ε > 0 and any

D ∈ D0, take any D̃ ∈ D with d(D, D̃) < ε. The quantities associated with D̃ will
be designated with .̃ For each 1 ≤ j ≤ N , let δj ∈ R, bj ∈ C be constants that
are uniquely determined by {

z̃j − zj = δjzj + bj ,

z̃′j − z′j = δjz
′
j + bj ,

where zj = xj1 + ixj2 (resp. z′j = x′
j1 + ix′

j2) is the left (resp. right) endpoint of

the slit Cj . Since δj =
(x̃j1−xj1)+(x′

j1−x̃′
j1)

xj1−x′
j1

and |bj | ≤ |z̃j − zj |+ |δj ||zj |, we have

(9.5)
|δj |
ε

≤ 2

a
,

|bj |
ε

≤ 1 +
2M

a
, where M = sup

z∈
⋃N

j=1 Uj

|z|.

Define a linear map

(9.6) Fj,ε(z) =
1

ε
(δjz + bj), 1 ≤ j ≤ N,

whose coefficients are bounded uniformly in ε > 0, D ∈ D0 and D̃ ∈ D by (9.5).
Choose a smooth function q(x1, x2), z = x1 + ix2 ∈ H, taking value in [0, 1] such
that

q(x1, x2) =

{
1 if x1 + ix2 ∈ Uj , 1 ≤ j ≤ N,

0 if x1 + ix2 ∈ H \
⋃N

j=1 V j ,

and define a map f̃ε by

(9.7)

{
f̃ε(z) = z + εFε(x1, x2), where

Fε(x1, x2) = q(x1, x2)
∑N

j=1 1Vj
(z)Fj,ε(z), z = x1 + ix2.

Lemma 9.2. There exists ε0 > 0 such that, for any ε ∈ (0, ε0) and for any D ∈ D0

and D̃ ∈ D with d(D, D̃) < ε, the map f̃ε defined by (9.7) is a diffeomorphism from
H onto H satisfying properties (i) and (ii) of Theorem 9.1.

Proof. In view of (9.5), (9.6) and (9.7), Fε(x1, x2) and its derivatives are bounded

on H uniformly in ε > 0, D ∈ D0 and D̃ ∈ D. So we can find ε1 > 0 independent of

D ∈ D0 such that (9.7) defines a continuous one-to-one map f̃ε fromH intoH for any

ε ∈ (0, ε1). f̃ε is linear on each Uj , sends Cj onto C̃j for 1 ≤ j ≤ N, and an identity

map onH\
⋃N

j=1 V j . Further, it satisfies (9.3) for a constant L1 independent of ε > 0,

D ∈ D0 and D̃ ∈ D. In what follows, we write f̃ε(z) = z̃, z = x1+ix2, z̃ = x̃1+ix̃2.
We then have

∂(x̃1, x̃2)

∂(x1, x2)
=

{
1 + εL(x1, x2) if x1 + ix2 ∈

⋃N
j=1 V j ,

1 if x1 + ix2 ∈ H \
⋃N

j=1 V j ,

where L(x1, x2) is a uniformly bounded function on
⋃N

j=1 V j in ε > 0, D ∈ D0

and D̃ ∈ D. Hence ∂(x̃1,x̃2)
∂(x1,x2)

> 0 for x1 + ix2 ∈ H, and f̃ε is an open map for any

ε ∈ (0, ε2) for some ε2 independent of D ∈ D0. We let ε0 = ε1 ∧ ε2. For ε ∈ (0, ε0),

Ũ = f̃ε(H) is a connected open subset of H. On the other hand, note that fε is
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an identity map on the relative closure of H \
⋃N

j=1 V j in H. Since
⋃N

j=1 V j is a
compact subset of H, its image under fε is also compact. It follows that

Ũ = f(H) =

⎛⎝H ∩H \
N⋃
j=1

V j

⎞⎠ ∪ f(

N⋃
j=1

V j)

is relatively closed in H. Hence Ũ = H. �

We remark that Fε in (9.7) depends on ε > 0, D and D̃, while Garabedian
[10, §15.1] treated a case for a fixed map from D independent of ε > 0.

We denote by G(z, w) the Green function of the domain D defined by (4.8) but

with the superscript 0 dropped. The Green function of D̃ is denoted by G̃(z̃, w̃)
and we define

(9.8) g(z, w, ε) = G̃(f̃ε(z), f̃ε(w)), z, w ∈ D.

We introduce a second-order self-adjoint elliptic differential operator Aε by

(9.9)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(Aεu)(x1, x2) =

2∑
k,�=1

∂

∂xk

(
A

(ε)
k�

∂u

∂x�

)
, where

A
(ε)
k� =

1

2

∂(x̃1, x̃2)

∂(x1, x2)

2∑
j=1

∂xk

∂x̃j

∂x�

∂x̃j
, 1 ≤ k, 
 ≤ 2.

Proposition 9.3. (i) g(z, w, ε) is a fundamental solution of Aε in the sense
that

(9.10) Aε(gεf)(z) = −f(z), z ∈ D,

for any f ∈ Cc(D), where (gεf)(z) =
∫
D
g(z, w, ε)f(w)dw1dw2.

(ii) Aε =
1
2Δ+ εB(ε), where

(9.11) B(ε) =
2∑

k,�=1

b
(ε)
k�

∂2

∂xk∂x�
+

2∑
k,�=1

∂b
(ε)
k�

∂xk

∂

∂x�
.

Here b
(ε)
k� , 1 ≤ k, 
 ≤ 2, are smooth functions on H with b

(ε)
k� = b

(ε)
�k van-

ishing on (H \
⋃2

i=1 V i) ∪ (
⋃N

i=1 Ui) that together with their derivatives are

uniformly bounded on H in ε ∈ (0, ε0), D ∈ D0 and D̃ ∈ D.

(iii) Put F =
⋃N

i=1(V i \ Ui). Then for any ζ ∈ H \ F and w ∈ H,
(9.12)

g(ζ, w, ε)−G(ζ, w) = ε

∫
F

B(ε)
z G(z, ζ)g(z, w, ε)dx1dx2, z = x1 + ix2, ε ∈ (0, ε0).

(iv) There exists ε̃0 ∈ (0, ε0] independent of D ∈ D0 such that for any ζ ∈ H\F
and w ∈ H,

(9.13)

g(ζ, w, ε)−G(ζ, w) = ε

∫
F

B(ε)
z G(z, ζ)(G(z, w) + εη(ε)(z, w))dx1dx2, ε ∈ (0, ε̃0),

where η(ε) is a continuous function on H×H that is uniformly bounded in

ε ∈ (0, ε̃0), D ∈ D0 and D̃ ∈ D.

(v) For each compact J ⊂ ∂H, the function ∂
∂nζ

B
(ε)
z G(z, ζ) is bounded in

(z, ζ) ∈ F × J that is uniform in ε ∈ (0, ε0), D ∈ D0 and D̃ ∈ D.
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(vi) For each 1 ≤ i ≤ N, B
(ε)
z ϕ(i)(z) is bounded in z on F that is uniform in

ε ∈ (0, ε0), D ∈ D0 and D̃ ∈ D. Here ϕ(i)(z) = PH

z (σK < ∞, ZH

σK
∈ Ci),

z ∈ D, and K =
⋃N

j=1 Cj.

(vii) For each compact set J ⊂ ∂H and for k = 1, 2,
(9.14)

sup
x1∈R,ζ∈J

∫ ∞

0

1F (z)

∣∣∣∣ ∂2

∂xk∂ζ2
G(ζ, z)

∣∣∣∣ dx2, sup
x2>0,ζ∈J

∫ ∞

−∞
1F (z)

∣∣∣∣ ∂2

∂xk∂ζ2
G(ζ, z)

∣∣∣∣ dx1

are bounded in D ∈ D0.
(viii) Fix 1 ≤ j ≤ N. It holds for k = 1, 2 that

(9.15) sup
x1∈R

∫ ∞

0

1F (z)

∣∣∣∣ ∂∂xk
ϕ(j)(z)

∣∣∣∣ dx2, sup
x2>0

∫ ∞

−∞
1F (z)

∣∣∣∣ ∂∂xk
ϕ(j)(z)

∣∣∣∣ dx1

are bounded in D ∈ D0.

In what follows, the constant ε̃0 in the statement of (iv) above will simply be
denoted as ε0. A proof of this proposition will be given in Appendix 3 through a

series of lemmas. We now proceed to prove Theorem 9.1(iii) with f̃ε defined by
(9.7), using the perturbation formulae (9.12) and (9.13).

For a smooth function u on D ∪ ∂H and a smooth simple curve γ ⊂ D ∪ ∂H,
define

(9.16) I(u; γ) =

∫
γ

∂u(w)

∂nw
ds(w).

The corresponding quantity for D̃ is denoted by Ĩ(ũ; γ̃).

Lemma 9.4. For a smooth simple curve γ in D∪∂H of finite length and a smooth

function ũ on D̃ ∪ ∂H, define γ̃ = f̃ε(γ). Then

(9.17) Ĩ(ũ; γ̃) = 2

∫
γ

2∑
k,�=1

A
(ε)
k� (w)

∂ũ(f̃ε(w))

∂wk

∂w�

∂n
ds(w).

Proof. (9.17) can be established by a direct computation via a change of variable.
Here we provide a different proof using Green’s first identity. Extend γ to a smooth

simple closed curve in D ∪ ∂H and denote its enclosed interior by U . Define Ũ =

f̃ε(U). By Green’s first formula for the self-adjoint operator Aε,

2∑
i,j=1

∫
U

A
(ε)
ij

∂ṽ

∂xi

∂ũ

∂xj
dx1dx2 +

∫
U

ṽAεũ dx1dx2 =

∫
∂U

ṽ

2∑
i,j=1

A
(ε)
ij

∂ũ

∂xi

∂xj

∂n
ds.

In view of the proof of Lemma 12.1 below, the left-hand side equals

1

2

∫
Ũ

2∑
j=1

∂ṽ

∂x̃j

∂ũ

∂x̃j
dx̃1dx̃2 +

1

2

∫
Ũ

ṽΔ̃ũdx̃1dx̃2 =
1

2

∫
∂Ũ

ṽ
∂ũ

∂ñ
ds̃.

Therefore the right-hand sides of the above two identities coincide for any bounded
smooth functions ṽ. A measure theoretical argument shows that they remain the

same for any bounded Borel function ṽ on ∂Ũ . Taking ṽ to be the indicator function
of γ̃ establishes (9.17). �
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For a function φ(z, ζ) on ((H \ K) ∪ ∂pK) × ∂H and a function ψ(z, ζ, ε) on

((H \K) ∪ ∂pK)× ∂H× (0, ε0), we write

φ(z, ζ) ∼ ψ(z, ζ, ε), z ∈ (H \K) ∪ ∂pK, ζ ∈ ∂H,

if, for any compact set Q ⊂ H containing
⋃N

j=1 Uj and any compact set J ⊂ ∂H,

there exists a positive constant LQ,J independent of ε ∈ (0, ε0), D ∈ D0 and

D̃ = f̃ε(D) ∈ D such that

|φ(z, ζ)− ψ(z, ζ, ε)| ≤ LQ,J · ε, z ∈ (Q \K) ∪ ∂pK, ζ ∈ J, ε ∈ (0, ε0).

Using this notation, the third assertion of Theorem 9.1 can be simply expressed as

Ψ(z, ζ) ∼ Ψ̃(f̃ε(z), ζ), z ∈ (H \K) ∪ ∂pK, ζ ∈ ∂H.

We also use the obvious analogous notation u(z) ∼ v(z, ε), z ∈ (H\K)∪∂pK, for

functions on (H\K)∪∂pK, and on (H\K)∪∂pK× (0, ε0), f(ζ) ∼ g(ζ, ε), ζ ∈ ∂H,
for functions on ∂H and on ∂H × (0, ε0), and further α ∼ β(ε) for a constant and
a function of ε ∈ (0, ε0).

Recall from (5.2) the explicit formula for the BMD-Poisson kernel K∗(z, ζ) for
D: for z ∈ D, ζ ∈ ∂H,

(9.18) K∗(z, ζ) = −1

2

∂

∂nζ
G(z, ζ)− Φ(z)A−1 ∂

∂nζ
Φ(ζ)tr,

where Φ(z) is the vector with entries ϕ(i)(z), 1 ≤ i ≤ N, and A is an N×N -matrix
whose (i, j)-component aij is the period of ϕ(j) around the slit Ci, 1 ≤ i, j ≤ N.

Lemma 9.5. It holds that

(9.19) K∗(z, ζ) ∼ K̃∗(f̃ε(z), ζ), z ∈ (H \K) ∪ ∂pK, ζ ∈ ∂H.

Proof. By taking the partial derivative in ζ2 at ζ ∈ ∂H on both sides of (9.13) and
using the symmetry of G, Proposition 9.3(v), as well as the property G ≤ GH, we
have

(9.20)
∂

∂nζ
G(w, ζ) ∼ ∂

∂nζ
G̃(f̃ε(w), ζ), w ∈ (H \K) ∪ ∂pK, ζ ∈ ∂H.

Let γi ⊂ Ui be a smooth Jordan curve surrounding Ci for each 1 ≤ i ≤ N. By
Theorem 4.5 (i), ϕ(i)(w) = − 1

2I(G(·, w); γi). On the other hand, since A(ε) = 1
2Δ

on U by Proposition 9.3, (9.17) applied to ũ(·) = G̃(·, f̃ε(w)) reads

(9.21) ϕ̃(i)(f̃ε(w)) = −1

2
Ĩ(ũ; γ̃i) = −1

2
I(g(·, w, ε); γi),

where ũ(·) = G̃(·, f̃ε(w)). By taking the period around Ci with respect to ζ on both
sides of (9.13), we have by Proposition 9.3(vi),

(9.22) ϕ(i)(w) ∼ ϕ̃(i)(f̃ε(w)), w ∈ (H \K) ∪ ∂pK, 1 ≤ i ≤ N.

In the rest of the proof, we will use (9.12) instead of (9.13). In both sides of
(9.12), we take the period around Ci with respect to w and use (9.21) to obtain

(9.23) ϕ(i)(ζ)− ϕ̃(i)(f̃ε(ζ)) = ε

∫
F

B(ε)
z G(z, ζ)ϕ̃(i)(f̃ε(z))dx1dx2.

Keeping in mind that 0 ≤ ϕ̃(i)(f̃ε(z)) ≤ 1, we perform two operations in (9.23)
with respect to ζ. Firstly we take the partial derivative in ζ2 at ζ ∈ ∂H and use
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Proposition 9.3 (v) to obtain

(9.24)
∂

∂nζ
ϕ(i)(ζ) ∼ ∂

∂nζ
ϕ̃(i)(f̃ε(ζ)), ζ ∈ ∂H, 1 ≤ i ≤ N.

Secondly we take the period for the curve γj ⊂ Uj surrounding Cj and use (9.17)
as well as Proposition 9.3 (vi) again to have

(9.25) aij − ãij = εηij(ε), 1 ≤ i, j ≤ N,

for ηij(ε) bounded uniformly in (0, ε0), D ∈ D0 and f̃ε(D). This implies that
aij = aij(D) is, as a function of D ∈ D, uniformly Lipschitz continuous on D0 and
consequently

(9.26) bij ∼ b̃ij , 1 ≤ i, j ≤ N,

for (i, j)-component bij (resp. b̃ij) of A−1 (resp. Ã−1). (9.19) follows from (9.18),
(9.20), (9.22), (9.24) and (9.26). �

We write Ψ(z, ζ) = u(z, ζ) + iK∗(z, ζ), z ∈ D, ζ ∈ ∂H. Fix a compact interval
J ⊂ ∂H, take a point z0 = x0 + i0 ∈ ∂H on the right of J and consider the half
line Γ = {z ∈ ∂H : x0 ≤ �z} ⊂ ∂H. For each z ∈ D, let γ(z) be any smooth
simple curve in D joining z to z0. As we saw in the proof of Theorem 6.1(ii),
u(z, ζ), u ∈ D, ζ ∈ J, can be evaluated as

(9.27) u(z, ζ) = I(K∗(·, ζ); γ(z)) + I(K∗(·, ζ); Γ),
independent of the choice of the curve γ(z).

We let V =
⋃N

j=1 Vj , U =
⋃N

j=1 Uj so that F = V \ U . We make special choices

of x0 and γ(z) so that the straight line through z0 is parallel to the y-axis and does
not intersect with V , while γ(z) consists of at most two line segments γ1 (starting
at z0), γ2 (ending at z) parallel to the y-axis and one line segment γ3 parallel to

the x-axis through the slit domain D. Define γ̃(f̃ε(z)) = f̃ε(γ(z)).

Lemma 9.6. There exists a positive ε′0 ≤ ε0 independent of D ∈ D0 such that, for
any positive ε < ε′0 and for any relatively compact open set Q with V ⊂ Q ⊂ H, the
inequality

(9.28) |Ĩ(G̃(·, f̃ε(z)); γ̃(f̃ε(w)))| ≤ C1 + C2 log+
1

|x1 − w1|
+ C3 log+

1

|x2 − w2|
holds for any z = x1 + ix2 ∈ F , w = w1 + iw2 ∈ Q with xi �= wi for i = 1, 2, where

C1, C2, C3 are positive constants independent of ε ∈ (0, ε′0), D ∈ D0 and f̃ε(D).
Here log+ a := 0 ∨ log a for a > 0.

Proof. Let Q = (A1, B1) × (0, B2). By (9.17) and the definition (9.8) of g(·, ·, ε),
we have

(9.29) Ĩ(G̃(·, f̃ε(z)), γ̃(f̃ε(w))) = 2

∫
γ(w)

2∑
k,�=1

A
(ε)
k�

∂g(z, w′, ε)

∂w′
k

∂w′
�

∂n
ds(w′),

which equals Ĩ1 + Ĩ2 + Ĩ3, where{
Ĩj = 2
∑2

k=1

∫
γj

A
(ε)
k1 (w

′)gw′
k
(z, w′, ε)dw′

2, j = 1, 2,

Ĩ3 = 2
∑2

k=1

∫
γ3

A
(ε)
k2 (w

′)gw′
k
(z, w′, ε)dw′

1.
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We show that |Ĩ2| admits a bound as (9.28). The bound for |Ĩ1| is the same

but simpler, and that for |Ĩ3| is quite analogous. Let β > 0 be a uniform bound of

|A(ε)
k� (w)|, w ∈ H, 1 ≤ k, 
 ≤ 2. Then

|Ĩ2| ≤ 2β(J̃1 + J̃2), for J̃1 =

∫
γ2

∣∣∣∣ ∂

∂w′
1

g(z, w′, ε)

∣∣∣∣ dw′
2,

J̃2 =

∫
γ2

1F (w
′)

∣∣∣∣ ∂

∂w′
2

g(z, w′, ε)

∣∣∣∣ dw′
2.

Notice that the integrand for J̃2 vanishes for w′ ∈ H \ F because A
(ε)
21 = 0 there.

In view of (4.8),

(9.30) g(w′, z, ε) =
1

2π
log |f̃ε(w′)− f̃ε(z)|2−

1

2π

∫
∂D̃

Π̃(f̃ε(z), dz̃) log |z̃− f̃ε(w
′)|2,

where Π̃(ζ̃, ·) is the exit distribution by the Brownian motion starting at ζ̃ from D̃.
Denote by F1(x1, x2) and F2(x1, x2) the first and second components of Fε(x1, x2)
defined by (9.7). They are Lipschitz continuous on H and we take M > 0 larger
than their Lipschitz constants. We also take M ′ > 0 to be a uniform bound of
| ∂
∂xk

Fi(x1, x2)|, 1 ≤ i, k ≤ 2. It is then easy to see that, for any positive ε smaller

than ε1 = (8M)−1 ∧ (M ′)−1 and for z, w′ ∈ H,

1

2π

∣∣∣∣ ∂

∂w′
k

log |f̃ε(w′)− f̃ε(z)|2
∣∣∣∣ ≤ 5

π

|w′
1 − x1|+ |w′

2 − x2|
(w′

1 − x1)2 + (w′
2 − x2)2

, k = 1, 2.

We take ε′0 = ε0 ∧ ε1. For ε ∈ (0, ε′0), the contributions of the first term of the

right-hand side of (9.30) to J̃k, k = 1, 2, are therefore less than (for w ∈ Q, z ∈
F, w1 �= x1)

5 +
5

2π

∣∣log [((w1 − x1)
2 + (B2 − x2)

2)((w1 − x1)
2 + x2

2)
]∣∣+ 10

π
log+

1

|w1 − x1|
.

On the other hand, we have for ε ∈ (0, ε′0),

1

2π

∣∣∣∣ ∂

∂w′
1

log |z̃ − f̃ε(w
′)|2
∣∣∣∣ ≤ k1(z̃, w

′) for z̃ ∈ ∂D̃, w′ ∈ Q, where

k1(z̃, w
′) =

1

π

2|x̃1 − w′
1 − εF1(w

′)|+ 1F (w
′)|x̃2 − w′

2 − εF2(w
′)|

(x̃1 − w′
1 − εF1(w′))2 + (x̃2 − w′

2 − εF2(w′))2
.

For the constant b > 0 of (9.2), we define

(9.31) b0 = b ∧
(

min
1≤i≤N

dist(∂Vi, ∂H)

)
and set U0 = U ∪ {z ∈ Q; 0 < y < b0}. Denote ε′0 ∧ a

4 ∧ b
2L1

∧ b0
4
√
2M ′′ by ε′0

again for a uniform bound M ′′ of |F1| and |F2| on H. Then, for z̃ ∈ ∂D̃ and
w′ ∈ Q\U0, dist(z̃, w

′) ≥ b0/2 and the denominator of k1(z̃, w
′) is greater than b20/16

for ε ∈ (0, ε′0) so that k1(z̃, w
′)1Q\U0

(w′) ≤ M1 for any z̃ ∈ ∂D̃ and ε ∈ (0, ε′0) with
constant M1 depending only on 
0, M

′′ and Q. When w′ ∈ U, εFi(w
′) = δiw

′
i + bi,

i = 1, 2. By (9.5), 1 + δi > 1
2 for i = 1, 2. Hence

∫ B2

0
k1(z̃, w

′)dw′
2 ≤ 3 + M1B2

for z̃ ∈ ∂D̃. The integration with respect to Π̃ in z̃ yields the same bound for the

contribution to J̃1 as the second term of the right-hand side of (9.30).



This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.

4100 ZHEN-QING CHEN, MASATOSHI FUKUSHIMA, AND STEFFEN ROHDE

Similarly, we see that 1
2π

∣∣∣ ∂
∂w′

2
log |z̃ − f̃ε(w

′)|2
∣∣∣ is dominated by k2(z̃, w

′) for

z̃ ∈ ∂D̃, w′ ∈ Q, where k2(z̃, w
′) is obtained from k1(z̃, w

′) by interchanging the
subscripts 1 and 2. Since F ⊂ Q\U0, it follows that k2(z̃, w

′)1F (w
′) admits a bound

M2 like M1 as above in z̃ ∈ ∂D̃, and so the contribution to J̃2 of the second term
on the right-hand side of (9.30) has a bound M2B2. �

The constant ε′0 in Lemma 9.6 will be designated by ε0 again.

Lemma 9.7. It holds that

(9.32) u(z, ζ) ∼ ũ(f̃ε(z), ζ), z ∈ (H \K) ∪ ∂pK, ζ ∈ ∂H.

Proof. (a) Let L be a linear operator sending a smooth function f(w) on D to

(Lf)(w) = 2

∫
γ(w)

2∑
k,�=1

A
(ε)
kl (w

′)
∂f(w′)

∂w′
k

∂w′
�

∂n
ds(w′), w ∈ D,

for the curve γ(w) specified in the paragraph above Lemma 9.6. On both sides of
(9.12), we take the normal derivative at ζ ∈ J and apply the linear operator L in
w. By virtue of (9.17) and (9.29), we have for w ∈ D, ζ ∈ J ,

Ĩ(G̃ζ2(ζ, ·); γ̃(f̃ε(w)))− I(Gζ2(ζ, ·); γ(w))

= ε

∫
F

B(ε)
z G(z, ζ)ζ2 Ĩ(G̃(f̃ε(z), ·); γ̃(f̃ε(w)))dx1dx2

+2ε
2∑

k=1

∫
γ1∪γ2

1F (w
′)b

(ε)
k1 (w

′)Gζ2w′
k
(ζ, w′)dw′

2

+2ε
2∑

k=1

∫
γ3

1F (w
′)b

(ε)
k2 (w

′)Gζ2w′
k
(ζ, w′)dw′

1.

This combined with Lemma 9.6 and Proposition 9.3 (ii), (v), (vii), yields

(9.33) I(Gζ2(ζ, ·); γ(w)) ∼ Ĩ(G̃ζ2(ζ, ·); γ̃(f̃ε(w))), w ∈ (H \K) ∪ ∂pK, ζ ∈ ∂H.

(b) As g(z, w, ε) = G̃(f̃ε(z), w) ≤ GH(f̃ε(z), w) for z ∈ H and w ∈ H \
⋃N

j=1 V j ,

I(g(z, ·, ε); Γ) ≤
∫ ∞

−∞
GH

w2
(f̃ε(z), w)

∣∣
w2=0

dw1 = 2.

So we can use (9.12) and Proposition 9.3 (v) again to get

I(Gζ2(ζ, ·); Γ) ∼ I(gζ2(ζ, ·, ε); Γ), ζ ∈ ∂H.

Since f̃ε(z) = z near ∂H, we have Ĩ(G̃ζ2(ζ, ·); Γ) = I(gζ2(ζ, ·, ε); Γ) for ζ ∈ ∂H and

(9.34) I(Gζ2(ζ, ·); Γ) ∼ Ĩ(G̃ζ2(ζ, ·); Γ), ζ ∈ ∂H.

(c) In (a), we replace the operation of taking the partial derivative with respect
to ζ2 at ζ ∈ ∂H by the operation of taking a period around Ci in ζ ∈ γi ⊂ Ui and
use (9.21). We then utilize Proposition 9.3 (ii), (vi), (viii) as well as Lemma 9.6.
We can also make the same replacement in (b) and use Proposition 9.3 (vi). We
thus arrive at
(9.35)

I(ϕ(i); γ(w)) ∼ Ĩ(ϕ̃(i); γ̃(f̃ε(w)), w ∈ D ∪ ∂pK ∪ ∂H and I(ϕ(i); Γ) ∼ Ĩ(ϕ̃(i); Γ).

(9.32) follows from (9.27), (9.33), (9.34), (9.35) combined with (9.24) and (9.26). �
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Lemmas 9.5 and 9.7 yield Theorem 9.1(iii).
Finally we return to the setting of §6.2 and §6.3. That is, D = H \ K is a

fixed standard slit domain with K =
⋃N

i=1 Ci, γ is a Jordan arc satisfying (6.6),
gt, t ∈ [0, tγ ], is a conformal map from D \ γ[0, t] onto a standard slit domain

Dt = H \ Kt with Kt =
⋃N

i=1 Ct,i satisfying (6.8), and Ψt(z, ζ) is the complex
Poisson kernel of BMD on Dt. Ψt(z, ζ) is continuous in z ∈ Dt ∪ ∂pKt ∪ (∂H \ {ζ})
for each (t, ζ) ∈ [0, tγ ]× ∂H.

By combining Theorem 9.1 with Lemma 6.1 and Theorem 8.5, we are led to

Theorem 9.8. Ψt(z, ζ) is jointly continuous in (t, z, ζ).

Proof. Fix t∗ ∈ [0, tγ ] and a compact interval J ⊂ ∂H. We shall apply Theorem 9.1

to the single fixed Dt∗ = H \
⋃N

j=1Ct∗,j ∈ D0 by choosing Uj , Vj as Ct∗,j ⊂ Uj �
Vj � H, and a and b less than the minimum of the width of Ct∗,j and the minimum
of dist(Ct∗,j , ∂Uj), respectively. Take any ε ∈ (0, ε0) and any relatively compact

open subset G1 of H such that, Kt∗ ⊂ G1, and, if we define G2 = Uε(G1)∩H, G3 =
Uε(G2)∩H, thenG3∩J = ∅.Here Uε(Gi) denotes the ε-neighborhood ofGi, i = 1, 2.
We write Gi,t = Gi \Kt, t ∈ [0, tγ ], 1 ≤ i ≤ 3. By virtue of Lemma 6.1, there exists
δ > 0 such that

(9.36) |Ψt∗(z
∗
1 , ζ1)−Ψt∗(z

∗
2 , ζ2)| < ε

for any z∗1 , z
∗
2 ∈ G3,t∗∪∂pKt∗ with |z∗1−z∗2 | < δ and any ζ1, ζ2 ∈ J with |ζ1−ζ2| < δ.

Let ε′ =
ε ∧ δ

1 + 2L1
(< ε ∧ δ). By virtue of Theorem 8.5, there exists δ0 > 0 such

that

(9.37) t ∈ (t∗ − δ0, t
∗ + δ0) ∩ [0, tγ ] =⇒ d(Dt, Dt∗) < ε′,

which particularly implies that Kt ⊂ G2 whenever |t− t∗| < δ0.
Now take any t1, t2 ∈ (t∗ − δ0, t

∗ + δ0) ∩ [0, tγ ], any z1 ∈ G2,t1 ∪ ∂pKt1 , z2 ∈
G2,t2 ∪ ∂pKt2 with |z1 − z2| < ε′ and any ζ1, ζ2 ∈ J with |ζ1 − ζ2| < δ. Denote
by f i

ε′ the diffeomorphism sending Dt∗ onto Dti that appears in Theorem 9.1,
i = 1, 2. There exist unique z∗i ∈ Dt∗ such that f i

ε′(z
∗
i ) = zi, i = 1, 2. By (9.3),

|zi−z∗i | ≤ L1ε
′ < ε so that z∗i ∈ G3,t∗ ∪∂pKt∗ , i = 1, 2. We further have |z∗1 −z∗2 | ≤

|z1 − z∗1 |+ |z2 − z∗2 |+ |z1 − z2| < 2L1ε
′ + ε′ = ε∧ δ. Therefore we obtain from (9.4)

and (9.36) the following desired estimate:

|Ψt1(z1, ζ1)−Ψt2(z2, ζ2)| ≤ |Ψt1(z1, ζ1)−Ψt∗(z
∗
1 , ζ1)|+ |Ψt2(z2, ζ2)−Ψt∗(z

∗
2 , ζ2)|

+ |Ψt∗(z
∗
1 , ζ1)−Ψt∗(z

∗
2 , ζ2)|

< (2L∗ + 1)ε,

where L∗ = LG3,J
. �

Theorem 9.9. The curve γ can be reparametrized in a way that at = 2t, t ∈
[0, tγ ]. Under this parametrization, gt(z) is differentiable in t ∈ [0, tγ ] for each
z ∈ (D ∪ ∂pK) \ γ[0, tγ ] and satisfies the Komatu-Loewner differential equation

(9.38)
∂gt(z)

∂t
= −2πΨt(gt(z), ξ(t)), g0(z) = z, 0 < t ≤ tγ .

Proof. The stated reparametrization of γ is possible by Theorem 8.4. Under this
parametrization, equation (6.17) in Theorem 6.4 is converted into (1.4). We notice
that, in view of the proof of Theorem 6.4, equation (6.17) remains valid for any
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z ∈ (D ∪ ∂pK) \ γ[0, tγ ]. For a fixed z ∈ (D ∪ ∂pK) \ γ[0, tγ ], Ψt(gt(z), ξ(t)) is
continuous in t ∈ [0, tγ ] by virtue of Theorem 8.3, Theorem 8.6 and Theorem 9.8.
Therefore (1.4) means that the left derivative of gt(z) in t is continuous on (0, tγ ]
possessing a limit at t = 0, and accordingly gt(z) is differentiable in t on (0, tγ)
and right differentiable at 0 as well (see e.g. [14, Lemma 4.3]). Equation (9.38) is
established. �

10. Appendix 1: Proof of Theorem 7.1

We prove Theorem 7.1 through a series of lemmas. We consider a strip Hr =
{z = x + iy : 0 < y < r} and take a large r > 0 so that Hr ⊃ F ∪ K. We put
Dr = Hr \K. Then Dr \F = Hr \ (F ∪K). Recall that Γr := {z = x+ iy : y = r}.

Lemma 10.1. Let

(10.1) vDr\F (z) = PH

z (σΓr
< σF∪K) , z ∈ Dr \ F.

Then the limit

(10.2) v(z) = lim
r→∞

r vDr\F (z), z ∈ D,

exists and admits the expression (7.4).

Proof. Obviously

vHr
(z) = PH

z (ZσΓr
< ∞) =

y

r
, z = x+ iy ∈ Hr.

By the strong Markov property of ZH,

vHr
(z) = vDr\F (z) + EH

z

[
vHr

(ZH

σF∪K
);σF∪K < σΓr

]
.

Consequently the limit (10.2) exists and satisfies (7.4). �
Let E = H \ F. We consider the BMD Z∗ = (Z∗

t ,P
∗
z) on E∗ = (E \ K) ∪

{a∗1, · · · , a∗N} obtained from the ABM on E by rendering each compact continuum
Aj ⊂ E into a one point a∗j , 1 ≤ j ≤ N. As we have observed in §3.1, Z∗ is nothing

but the part process on E∗ of the BMD ZH,∗ on D∗ = (H \ K) ∪ {a1, · · · a∗N}. In
particular, νi and q∗ij defined by (7.6) and (7.8) can be rewritten in terms of Z∗ as

(10.3) νi(dz) = P∗
a∗
i

(
Z∗
σηi

∈ dz
)
, 1 ≤ i ≤ N,

(10.4) q∗ij =

{
P∗
a∗
i

(
σK∗ < ∞, Z∗

σK∗ = a∗j
)
/(1−R∗

i ) if i �= j,

0 if i = j,
1 ≤ i, j ≤ N,

where R∗
i , 1 ≤ i ≤ N, are defined in the same way as (7.7). Then 0 < R∗

i < 1 for
1 ≤ i ≤ N . Since

(10.5)
∑
j:j �=i

q∗ij =

∫
ηi
P∗
z(σK∗ < ∞)νi(dz)−R∗

i

1−R∗
i

< 1, 1 ≤ i ≤ N,

I −Q∗ admits the inverse M with positive entries

(10.6) Mij =
∞∑
n=0

q∗nij where q∗nij = (Q∗)nij , 1 ≤ i, j ≤ N.

Lemma 10.2. The limit v∗(z) in (7.2) exists for z ∈ D∗ \ F and satisfies (7.3)
with (7.4) and (7.5).
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Proof. Denote by ζ∗ the lifetime of the BMD Z∗ on E∗ and let

(10.7) v∗r (z) := P∗
z (σΓr

< ζ∗) , z ∈ (Dr \ F ) ∪K∗.

Then v∗r (z) = PH,∗
z (σΓr

< σF ) and, for z ∈ (Dr \ F ) ∪K∗,

(10.8) v∗r (z) = vDr\F (z) +
N∑
j=1

P∗
z

(
σK∗ < σΓr

, Z∗
σK∗ = a∗j

)
v∗r (a

∗
j ).

Since v∗r (a
∗
i ) =
∫
ηi
v∗r (z) νi(dz), and∫

ηi

P∗
z

(
σK∗ < σΓr

, Z∗
σK∗ = a∗j

)
νi(dz) = Πr∗

ij , j �= i,

where Πr∗
ij = P∗

a∗
i

(
σK∗ < σΓr

, Zr,∗
σK∗ = a∗j

)
, we get by integrating both sides of

(10.8) with respect to νi(dz) that

(10.9) v∗r (a
∗
i ) =

∫
ηi

vDr\F (z) νi(dz) +
∑
j �=i

Πr∗
ij v

∗
r (a

∗
j ) +Rr∗

i v∗r (a
∗
i ),

where Rr∗
i is defined by (7.7) with F ∪ Γr in place of F. Define for i �= j, qr∗ij :=

Πr∗
ij /(1−Rr∗

i ), and

f∗
r (a

∗
i ) :=

1

1−Rr∗
i

∫
ηi

vDr\F (z) νi(dz), 1 ≤ i ≤ N.

Clearly qr∗ij > 0 for i �= j,

(10.10)
∑
j:j �=i

qr∗ij =

∫
ηi
P∗
z(σK∗ < σΓr

)νi(dz)−Rr∗
i

1−Rr,∗
i

< 1, 1 ≤ i ≤ N,

and equation (10.9) can be rewritten as

(10.11) v∗r (a
∗
i )−
∑
j:j �=i

qr∗ij v
∗
r (a

∗
j ) = f∗

r (a
∗
i ), 1 ≤ i ≤ N.

In view of (10.10), equation (10.11) admits a unique solution

(10.12) v∗r (a
∗
i ) =

N∑
j=1

Mr
ij f

∗
r (a

∗
j ), 1 ≤ i ≤ N.

Here Mr
ij , 1 ≤ i, j ≤ N, are the entries of the inverse of I −Qr∗ for the matrix Qr∗

with off-diagonal elements qr∗ij , i �= j, and zero diagonal elements.
Observe that, as r ↑ ∞, Rr∗

i for 1 ≤ i ≤ N and Πr∗
ij for 1 ≤ i, j ≤ N increase

to R∗
i and Π∗

ij , respectively. Accordingly qr∗ij and Mr∗
ij increase to q∗ij and M∗

ij ,
respectively. Furthermore by Lemma 10.1,

lim
r→∞

rf∗
r (a

∗
i ) =

1

1−R∗
i

∫
ηi

v(z) νi(dz), 1 ≤ i ≤ N.

Therefore we deduce from (10.12) that the limit v∗(a∗i ) := limr→∞ rv∗r (a
∗
i ) exists

and satisfies (7.5). Moreover it follows from Lemma 10.1 and (10.8) that the limit
v∗(z) = limr→∞ rv∗r (z) exists for every z ∈ D and satisfies (7.3). �

The next lemma concerns the behaviors of v∗(z) when |z| gets large.
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Lemma 10.3.

(10.13) v∗(x+ iy) = y + o(1), y → ∞, uniformly in x ∈ R.

(10.14) lim
y→∞

v∗x(x+ iy) = 0, uniformly in x ∈ R.

(10.15) lim
x→±∞

|v∗(x+ iy)− y| = 0, uniformly in y > 0.

(10.16) lim
x→±∞

|v∗y(x+ iy)− 1| = 0, uniformly in y > 0.

Proof. (10.13) follows immediately from (7.3) and (7.4) in view of (2.12) in [13].
Take r0 > 0 such that Hr0 ⊃ F ∪ K. Let p(ξ, η) = 1

π
η

ξ2+η2 , η > 0, be the

Poisson kernel of the upper half-plane for Brownian motion. In view of (7.3) and
(7.4), v∗(z) − y is a bounded harmonic function in {z = x + iy : y > r0}, and so
v∗(x + iy) = y +

∫∞
−∞ p(x − ξ, y − r0)(v

∗(ξ + ir0) − r0)dξ, y > r0. We then get

(10.14) from

|px(x− ξ, y − r0)| ≤
2

(y − r0)
p(x− ξ, y − r0) for y > r0.

Choose 
 > 0 such that F ∪K ⊂ {z = x+ iy ∈ H : |x| < 
}. Let
Λ� = {z = x+ iy ∈ H : x = 
}.

Note that it follows from (7.3) and (7.4) that h(z) := v∗(z) − y is a bounded
harmonic function on {z = x + iy ∈ H : |x| > 
} vanishing continuously on the
x-axis and admitting the expression

h(z) = Ez

[
h(ZσΛ�

);σΛ�
< σ∂H

]
, |x| > 
.

Combining this with (4.12) and (10.13), we get (10.15).
(10.16) follows from another expression of h given by (4.15) for 
 in place of


1. �

The function v∗ on D∗ constructed in Lemma 7.3 is obviously Z∗-harmonic. In
view of Corollary 3.6, −v∗

∣∣
D

admits a harmonic conjugate u∗ on D uniquely up to

an additive constant so that f(z) = u∗(z) + iv∗(z), z ∈ D, is an analytic function.
Further u∗ admits the expression as (6.4) in terms of v∗ up to a real additive

constant independently of a choice of a rectifiable curve C connecting z0 with z.
In particular, choosing C = C1 + C2 for a straight line segment C1 (resp. C2)
connecting z0 = x0 + iy0 (resp. x+ iy0) with z = x+ iy0 (resp. z = x+ iy), we get

(10.17) u∗(x+ iy)− u∗(x0 + iy0) =

∫ x

x0

v∗y(ξ + iy0)dξ −
∫ y

y0

v∗x(x+ iη)dη, y > 0.

The next lemma concerns behaviors of f(z) as |z| gets large.

Lemma 10.4. It holds that for each x ∈ R,

(10.18) lim
y→∞

f(x+ iy)

x+ iy
= 1.

Furthermore

(10.19) lim sup
z→∞,z∈D

∣∣f(z)
z

∣∣ ≤ 2.
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Proof. The real part of f(x+iy)/(x+iy) equals [xu∗(x+iy)+yv∗(x+iy)]/(x2+y2).
As y → ∞, the first term of this sum goes to zero in view of (10.14) and (10.17),
while the second term goes to 1 in view of (10.13). The imaginary part equals
[−yu∗(x+iy)+xv∗(x+iy)]/(x2+y2), which goes to zero as y → ∞ by the analogous

observation. By (10.13) and (10.15), lim sup
y→∞

sup
x∈R

v∗(z)

|z| ≤ 1 and lim sup
x→±∞

sup
y>0

v∗(z)

|z| ≤
1.

On the other hand, (10.14) and (10.16) imply that, for any ε > 0, there exist
y0 > 0, 
 > 0 such that

|v∗x(x+ iη)| < ε for any x ∈ R and for any η > y0,

|v∗y(ξ + iy0)| < 1 + ε for any ξ with |ξ| > 
.

Let M = sup|ξ|≤� |v∗y(ξ + iy0)|. We get from (10.17) with x0 = 0 that

|u∗(z)|
|z| ≤ |u∗(z0)|

|z| +
M
+ |x|(1 + ε)

|z| +
|y − y0|

|z| ε,

and so lim sup
y→∞

sup
x∈R

|u∗(z)|
|z| ≤ 1 + 2ε. Similarly we get lim sup

x→±∞
sup
y>0

|u∗(z)|
|z| ≤ 1. �

Lemma 10.5. u∗ can be chosen uniquely in such a way that f = u∗ + iv∗ satisfies
(7.9).

Proof. Since v∗ = 0 on ∂(H \ F ), by the reflection principle, f extends to be an
analytic function on C \ ((K ∪ F ) ∪ π(K ∪ F )), which will still be denoted as f.
Here π(K ∪ F ) is the mirror reflection of K ∪ F with respect to the x-axis.

Let g(z) := zf(1/z). Then g is analytic on C \ {0} and bounded near 0 by
(10.19). So 0 is a removable singularity of g(z) and limz→0 g(z) = a0 exists. By
(10.18) with x = 0, limy↓0 g(−iy) = 1 so that a0 = 1 and g can be expanded near
zero as g(z) = 1 + a1z + a2z

2 + · · · . Therefore

(10.20) f(z) = z + a1 +
a2
z

+ · · · near ∞.

Since 	f = 0 on ∂(H \ F ), a1, a2, · · · , are real. f satisfies (7.9) if and only if
limz→∞(f(z) − z) = 0. The functions f and u∗ are uniquely determined by v∗

under this condition. �

The proof of Theorem 7.1 is now complete.

11. Appendix 2: Proper maps and the degree

Recall that a continuous map f : X → Y between topological spaces is called
proper if pre-images of compact sets are compact. Intuitively, ifX and Y are subsets
of larger spaces, this means that the boundary of X maps into the boundary of
Y (though it is not required that f extends continuously to the boundary). In
rather general situations (for instance smooth orientation preserving maps between
manifolds with boundary; see e.g. [15]) such maps have the property that every y ∈
Y has the same number of pre-images x ∈ X (counted according to multiplicity). In
this section, we formulate and prove a simple version of this principle in the setting
of analytic functions that is suitable for our purpose. This is certainly standard,
but lacking a reference we provide the details for the sake of completeness. We
allow ∞ to be in the domain and in the range of f and adopt the usual definition
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that a function f (defined in a neighborhood of ∞ with f(∞) = ∞) is analytic if
1/f(1/z) is analytic in a neighborhood of 0.

Lemma 11.1. Let D1, D2 be connected open subsets of the Riemann sphere C and
f analytic in D1. If f is a proper map between D1 and D2 (that is, if f(D1) ⊂ D2

and if f−1(K) is a compact subset of D1 whenever K is a compact subset of D2),
then there is a finite number d such that every w ∈ D2 has precisely d pre-images
in D1, counting multiplicity.

Proof. Fix w0, w1 ∈ D2. In order to show that they have the same number of pre-
images under f, we first assume that neither w0 nor w1 are critical values (that is,
we assume f ′ �= 0 for every pre-image of w0 and w1). Then there is a simple curve
γ ⊂ D2 joining w0 and w1 that is disjoint from the set of critical values. For every
pre-image z0 of w0, the branch g0 of the inverse function f−1 with g0(w0) = z0,
defined in a neighborhood of w0, can be analytically continued along γ and yields
a branch g1 of f−1 near w1.

This is where both the assumption on the critical values and the assumption
on properness are used: During the process of analytic continuation, the curve
f−1(γ(t)) cannot escape from D1 by properness, and one can always analytically
continue further because one does not meet critical values. Formally, one considers
the subset S = {s ∈ [0, 1] : g0 can be analytically continued along γ[0, s]} of the
interval [0, 1] and shows that it is both open and closed.

Conversely, continuing g1 along the reversed curve γ−1 leads us back to g0. Thus
we have a bijection between the sets f−1(w0) and f−1(w1). If a pre-image z0 (or
z1) of w0 (or w1) is a critical point (so that the local degree of f at z0 is more than
1), simply replace w0 (or w1) by nearby points w′

0 or w′
1 and use the fact that the

number of pre-images of w′
0 near z0 equals the local degree of f at z0. �

Now we will show that the assumption f(D1) ⊂ D2 can be removed if the degree
is one and if the complement of D2 has empty interior. For a function f and an
open set D ⊂ C, we define by

(11.1) f(∂D) =
⋂

K�D

f(D \K)

the set of limit points of f as z approaches ∂D (the intersection is over all compact
subsets of D). It is easy to see that any proper map f from D1 onto D2 satisfies
f(∂D1) = ∂D2. The next theorem goes in the opposite direction. Notice that we
do not assume a priori that f(D1) ⊂ D2.

Theorem 11.2. Let D1, D2 be connected open subsets of the Riemann sphere C

and f analytic in D1. Assume that the complement of D2 has empty interior, that

(11.2) f(∂D1) = ∂D2,

and that there is one point w0 ∈ D2 that has precisely one pre-image z0 under f
(counting multiplicity). Then f is a conformal map from D1 onto D2.

Proof. Let D ⊂ D1 be a connected component of f−1(D2). Then f : D → D2 is
proper.

To see this, suppose K is a compact subset of D2 and zn ∈ f−1(K) ∩ D. We
need to show that every subsequential limit of zn is in D. Assume to the contrary
that zn converges to a point z ∈ ∂D. Then if z ∈ D1, it follows that f(z) ∈ D2,
and thus a neighborhood of z belongs to D, a contradiction. If z ∈ ∂D1, then every
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limit point of {f(zn)} belongs to f(∂D1) = ∂D2, which contradicts the assumption
that K is a compact subset of D2.

Now Lemma 11.1 implies that every w ∈ D2 has the same number of pre-images
in D. This number is trivially at least one, and it is at most one by assumption on
w0. Thus the degree of f on D equals one, and there is only one such component D.
In particular, f is a conformal bijection between D and D2. It remains to show that
D = D1. If not, there is a point z1 ∈ D1∩∂D, and it follows that w1 = f(z1) ∈ ∂D2.
By the assumption f(∂D1) = ∂D2, there is a sequence zn ∈ D1 converging to a
boundary point such that f(zn) → w1. Since f is an open mapping and since
the complement of D2 has empty interior, there are z′n ∈ D1 so that f(z′n) → w1

and that f(z′n) ∈ D2; in particular, z′n ∈ D. Since the equation f(z) = f(z′n) has
another solution near z1, we obtain a contradiction to the injectivity of f on D. �

Notice that the last claimD = D1 is not true if the degree is more than one, as for
instance the map f(z) = z2 with D1 = D2 = C \ [0, 1] shows: Here D = C \ [−1, 1].

12. Appendix 3: Proof of Proposition 9.3

The assertions (i) and (ii) of Proposition 9.3 will be proved by the next lemma.

Lemma 12.1. g(z, w, ε) is a fundamental solution of Aε in the sense of (9.10).

The coefficients A
(ε)
k� of Aε admit expressions

(12.1) A
(ε)
k� =

1

2
δk� + εb

(ε)
k� , 1 ≤ k, 
 ≤ 2,

where b
(ε)
k� , 1 ≤ k, 
 ≤ 2, are smooth functions on H with b

(ε)
k� = b

(ε)
�k vanishing

on (H \
⋃N

i=1 V i) ∪ (
⋃N

i=1 Ui) which together with their derivatives are uniformly

bounded in ε ∈ (0, ε0), D ∈ D0 and D̃ = f̃ε(D) ∈ D.

Proof. Denote the Jacobian determinant ∂(x̃1,x̃2)
∂(x1,x2)

of the map f̃ε by J = J(x1, x2).

Let Ẽ and Ã be the Dirichlet form and the L2-generator on L2(D̃) of the ABM on

D̃, respectively. Then ũ ∈ D(Ã) and Ãũ = f̃ ∈ L2(D̃) if and only if ũ ∈ H1
0 (D̃)

and Ẽ(ũ, ṽ) = − 1
2

∫
D̃
f̃ ṽdx̃1dx̃2. It follows from

Ẽ(ũ, ṽ) =
1

2

∫
D̃

2∑
j=1

∂ṽ

∂x̃j

∂ũ

∂x̃j
dx̃1dx̃2

=
1

2

∫
D

2∑
j=1

2∑
k,�=1

∂ṽ

∂xk

∂xk

∂x̃j

∂ũ

∂x�

∂x�

∂x̃j
J(x1, x2)dx1dx2

= −
∫
D

ṽ(x1, x2)Aεũ(x1, x2)dx1dx2(12.2)

and
∫
D̃
f̃ ṽdx̃1dx̃2 =

∫
D
f̃(x1, x2)ṽ(x1, x2)J(x1, x2)dx1dx2 for every ṽ ∈ C1

c (D̃) that

(12.3) (Ãũ)(x1, x2) = J−1Aεũ(x1, x2).

On the other hand, if we define G̃f̃(z̃) =
∫
D̃
G̃(z̃, w̃)f̃(w̃)dw̃, then

G̃f̃(z̃) =

∫
D

g(z, w, ε)(f̃J)(w)dw1dw2 =: gε(f̃J)(z).
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Since Ã(G̃f̃)(z̃) = −f̃(z̃), we have by (12.3) that J−1Aε · gε(f̃J)(z) = −f̃(z). This

establishes (9.10) by taking f = f̃J .
The stated expression and properties of coefficients of Aε follow from (9.7),

(9.9) and the uniform boundedness of the coefficients of the linear map (9.6). In

particular, b
(ε)
k� , 1 ≤ k, 
 ≤ N, vanish on H \

⋃N
i=1 V i because f̃ε is an identity

map there, and on each Ui as well, because it is an analytic (actually linear) map
there. �

To derive the perturbation formulae (9.12) and (9.13), we first construct an ap-
propriate parametrix for the elliptic differential operator Aε by following an interior
variation method presented in section 15.1 of Garabedian’s book [10].

Denote by a(ε) = (a
(ε)
k� )1≤k,�≤2 the inverse matrix of A(ε) = (A

(ε)
k� )1≤k,�≤2. Since

detA(ε) = 1
4 , we have

(12.4) a
(ε)
11 = 2 + 4εb

(ε)
22 , a

(ε)
22 = 2 + 4εb

(ε)
11 , a

(ε)
12 = a

(ε)
21 = −4εb

(ε)
12 .

Define

(12.5) Γ(z, ζ) =
1

2

2∑
i,j=1

a
(ε)
ij (ζ)(xi − ζi)(xl − ζj), z = x1 + ix2, ζ = ζ1 + iζ2.

− 1
2π log Γ(z, ζ) has the same singularity as the fundamental solution g(z, ζ, ε) of

the elliptic differential operator Aε (cf. [10, (5.80)]).
Recall the constant b0 defined in (9.31). We fix an arbitrary 
0 ∈ (0, b0] and

consider a smooth non-positive real function α(t), t ∈ R, with

(12.6) α(0) = −1/(2π), α(t) = 0 if t /∈ (−
20, 

2
0).

Let

(12.7)

{
Pε(z, ζ) = α(|z − ζ|2) log Γ(z, ζ),
P0(z, ζ) = α(|z − ζ|2) log |z − ζ|2, z, ζ ∈ H, z �= ζ.

For a function u(z, ζ, ε), z, ζ ∈ D ∪ ∂H, z �= ζ, ε ∈ (0, ε0), we write u(z, ζ, ε) =
O(ε/r), r = |z − ζ|, if

(12.8) |u(z, ζ, ε)| ≤ ε
M1

|z − ζ| + εM2, z, ζ ∈ D ∪ ∂H,

for positive constants M1, M2 independent of ε ∈ (0, ε0), D ∈ D0 and D̃ = f̃ε(D) ∈
D.

In what follows, the set
⋃N

i=1(V i \ Ui) will be denoted by F.

Lemma 12.2. G(z, ζ)−P0(z, ζ)+Pε(z, ζ) is a parametrix of the operator Aε = Aε,z

in a specific sense that

(12.9) Aε,z(G(z, ζ)− P0(z, ζ) + Pε(z, ζ)) = O(ε/r), r = |z − ζ|.

Proof. It suffices to show that

(12.10) AεPε(z, ζ)−
1

2
ΔP0 = O(ε/r), r = |z − ζ|,

(12.11) (Aε −
1

2
Δ)(G− P0) = O(ε/r), r = |z − ζ|.
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Note that they imply (12.9) because ΔzG(z, ζ) = 0 for z �= ζ. Designating A
(ε)
ij by

Aij , the left-hand side of (12.10) can be rewritten as Iε+IIε+IIIε+IVε+Vε with⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Iε = α(|z − ζ|2)
∑2

ij=1 Aij(z)(log Γ(z, ζ))xixj
,

IIε =
∑2

i,j=1 Aij,xi
(z)[α(|z − ζ|2) log Γ(z, ζ)]xj

,

IIIε =
∑2

i=1 α(|z − ζ|2)xixi
[Aii(z) log Γ(z, ζ)− 1

2 log |z − ζ|2],
IVε = 4α′(|z − ζ|2)[

∑2
i,j=1 Aij(z)(xi − ζi)(log Γ(z, ζ))xj

− 1],

Vε =
∑

i �=j Aij(z)α(|z − ζ|2)xixj
log Γ(z, ζ),

where the function Γ(z, ζ) is defined by (12.5). The sum
∑2

ij=1Aij(z)(log Γ(z, ζ))xixj

equals

(12.12)

∑2
i,j=1 Aij(z)aij(ζ)Γ(z, ζ)−

∑2
i,j=1 Aij(z)Γxi

(z, ζ)Γxj
(z, ζ)

Γ(z, ζ)2
.

Since

(12.13) Aij(z) = Aij(ζ) + ε

2∑
k=1

Ci,j,k(z, ζ)(xk − ζk),

for Ci,j,k involving only derivatives of bij , and

(12.14) Γ(z, ζ) = |z − ζ|2(1 + εη1(z, ζ)),

for η1 uniformly bounded in ε > 0, D ∈ D0 and f̃ε(D) due to (12.4), we see that
(12.12) can be written as

ε
η2(z, ζ)|z − ζ|Γ(z, ζ)− η3(z, ζ)|z − ζ|3

Γ(z, ζ)2
= εη4(z, ζ)

1

|z − ζ|

for ηk, 2 ≤ k ≤ 4, uniformly bounded in ε > 0, D ∈ D0 and f̃ε(D) yielding that
Iε = O(ε/r).

All other terms IIε, IIIε, IVε and Vε can also be verified to satisfy (12.8) due
to (12.13), (12.14), Lemma 12.1 and (12.4), yielding (12.10).

By Lemma 12.1, Aε − 1
2Δ is equal to εB(ε) for the differential operator B(ε)

defined by (9.11). Using (4.7) and (12.24) below, the left-hand side of (12.11) can

be written as εB
(ε)
z u(z, ζ)− εB

(ε)
z S(z, ζ) for

u(z, ζ) =
1

2π
log |z − ζ̄|2 −

(
α(|z − ζ|2) + 1

2π

)
log |z − ζ|2,

and for the function S(z, ζ) defined by (12.24). By taking (12.6) into account,

we can readily verify that εB
(ε)
z u(z, ζ) = O(ε/r). S(ζ, z) depends on D. Since the

coefficients of B(ε) are supported by F however,

|B(ε)
z S(ζ, z)| ≤ MPH

ζ (σK < ∞) ≤ MPH

ζ (σ⋃N
j=1 V j

< ∞), ζ ∈ H,

where M = sup{|B(ε)
z GH(w, z)| : z ∈ F, w ∈ K, ε ∈ (0, ε0), D ∈ D0, D̃ ∈ D},

which is finite by (9.2) and Lemma 12.1. Hence εB
(ε)
z S(ζ, z) = O(ε/r). �

The 
0-neighborhood of F will be denoted by W�0 .
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Lemma 12.3. For any w, ζ ∈ D, w �= ζ, it holds that

g(ζ, w, ε) = G(w, ζ)− P0(w, ζ) + Pε(w, ζ)

+

∫
W�0

g(z, w, ε)Aε,z[G− P0 + Pε](z, ζ)dx1dx2.(12.15)

Proof. According to [10, (15.14)], the self-adjoint elliptic differential operator Aε

admits Green’s second formula,

(12.16)

∫
E

(vAεu− uAεv)dxidx2 =

∫
∂E

Λε[u, v]ds,

where E is a bounded domain in H with smooth boundary ∂E and

(12.17) Λε[u, v] =
2∑

k,�=1

A
(ε)
k�

(
v
∂u

∂xk

∂x�

∂n
− u

∂v

∂xk

∂x�

∂n

)
.

Here n is the unit outward normal at ∂E.
We fix w, ζ ∈ D, w �= ζ. We then take a large 
 > 0 such that the rectangle

R� = {x1 + ix2 ∈ H : |x1| < 
, 0 < x2 < 
} contains the points w, ζ and the set
W�0 as well. For each 1 ≤ i ≤ N, we choose a smooth Jordan curve γi surrounding
Ci in such a way that γi ⊂ Ui \W �0 and that its enclosure does not contain w or
ζ. We apply the identity (12.16) to⎧⎪⎨⎪⎩

E = R� \ (
⋃N

i=1 insγi) \Bδ(w) \Bδ(ζ),

u(z) = G(z, ζ)− P0(z, ζ) + Pε(z, ζ),

v(z) = g(z, w, ε)

for a sufficiently small δ > 0.
By Lemma 12.1, Aεv = 0 on E. We can further observe the implication

(12.18) z ∈ E \W�0 =⇒ u(z) = G(z, ζ), Aεu(z) = 0.

Indeed, if ζ ∈ F, z ∈ H \ W�0 , then |z − ζ| > 
0 so that α(|z − ζ|2) = 0 and

u(z) = G(z, ζ). If ζ ∈ H \ F, then by Lemma 12.1 and (12.4) a
(ε)
ij (ζ) = 2δij so

that Pε(z, ζ) = P0(z, ζ) and u(z) = G(z, ζ). Since A
(ε)
k� = 1

2δk� on H \ F in view of
Lemma 12.1, we obtain from (12.16) and (12.17) the identity

∫
W�0

v(z)Aεu(z)dx1dx2 =
1

2

∫
Σ�

(
v
∂u

∂n
− ∂v

∂n
u

)
ds+

1

2

N∑
i=1

∫
γi

(
v
∂u

∂n
− ∂v

∂n
u

)
ds

+

∫
∂Bδ(w)

Λε[u, v]ds+

∫
∂Bδ(ζ)

Λε[u, v]ds,

(12.19)

where Σ� = ∂R� \ ∂H.
Along Σ�, u(z) = G(z, ζ), v(z) = g(z, w, ε), and both are harmonic and converge

to 0 when |z| → ∞, as they are dominated by GH of (4.7). Hence we can use Lemma
4.3 to conclude that the first integral on the right-hand side of (12.19) tends to 0
as 
 → ∞. Along γi, we again have u(z) = G(z, ζ), v(z) = g(z, w, ε), and both are
harmonic and converge to 0 as z → Ci, 1 ≤ i ≤ N. Therefore, in the same way as
in the proof of Theorem 4.5, the second term on the right-hand side of (12.19) can
be seen to converge to 0 as we take γi to be the level curve of u shrinking to Ci.
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Recall the function Γ(z, w) defined in (12.5). As for the third term, we can
replace v(z) = g(z, w, ε) by ĝ(z, w) = − 1

2π log Γ(z, w) of the same singularity at w
to conclude that it tends to −u(w) = −G(w, ζ) + P0(w, ζ) − Pε(w, ζ) as δ ↓ 0. As
for the fourth term, replacing u(z) = G(z, ζ)− P0(z, ζ) + Pε(z, ζ) by ĝ(z, ζ) of the
same singularity at ζ, we see that it tends to v(ζ) = g(ζ, w, ε) as δ ↓ 0. �

If we write {
K̂ε(ζ, z) = Aε,z[G− P0 + Pε](z, ζ),

Gε(ζ, w) = G(w, ζ)− P0(w, ζ) + Pε(w, ζ),

then the identity (12.15) is converted into a Fredholm type integral equation:

(12.20) g(ζ, w, ε) = Gε(ζ, w) +

∫
W�0

K̂ε(ζ, z)g(z, w, ε)dx1dx2.

In view of (12.4) and (12.7), we have

|Pε(w, ζ)− P0(w, ζ)| ≤ −2εα(|w − ζ|2)
(
|b(ε)11 (ζ)|+ |b(ε)22 (ζ)|+ |b(ε)12 (ζ)|

)
so that

(12.21) Pε(w, ζ)− P0(w, ζ) = εη
(ε)
1 (w, ζ), w, ζ ∈ H,

where η
(ε)
1 (w, ζ) a continuous function on H×H bounded uniformly in ε ∈ (0, ε0),

D ∈ D0 and f̃ε(D).
For a function u(ζ, w), ζ, w ∈ D ∪ ∂H, we let ‖u‖∞ = supζ,w∈D∪∂H |u(ζ, w)|.

If we write (K̂εGε)(ζ, w) =
∫
W�0

K̂ε(ζ, z)Gε(z, w)dx1dx2, then |(K̂εGε)(ζ, w)| ≤∫
W�0

|K̂ε(ζ, z)|(GH(z, w) + |Pε(z, w)− P0(z, w)|)dx1dx2, and we have from Lemma

12.2 and (12.21) that

‖K̂εGε‖∞ ≤ ε C1 for C1 independent of ε ∈ (0, ε0), D ∈ D0 and f̃ε(D).

From Lemma 12.2, we also have, for a constant C2 > 0 independent of ε ∈ (0, ε0),

D ∈ D0 and f̃ε(D),
∫
W�0

|K̂ε(ζ, z)|dx1dx2 ≤ εC2 for any ζ ∈ D ∪ ∂H. Hence

‖K̂(2)
ε Gε‖∞ ≤ ε2C1C2 for K̂

(2)
ε Gε(ζ, w) = K̂ε(K̂εGε)(ζ, w). Similarly, we have

‖K̂(n)
ε Gε‖∞ ≤ εnC1C

n−1
2 for every n ≥ 1.

Denote ε0 ∧ (1/(2C2)) by ε̂0. For 0 < ε < ε̂0,

∞∑
n=1

‖K̂(n)
ε Gε‖∞ ≤

∞∑
n=1

εnC1C
n−1
2 < 2εC1,

and so the convergence

(12.22)

∞∑
n=1

K̂(n)
ε Gε(ζ, w) = εη

(ε)
2 (ζ, w)

is uniform on D∪∂H×D∪∂H, where εη
(ε)
2 (ζ, w) is a continuous function there that

is uniformly bounded in ε ∈ (0, ε̂0), D ∈ D0 and f̃ε(D). Moreover, using the bound

g(z, w, ε) ≤ GH(f̃ε(z), f̃ε(w)), the second term of one can check that the right-hand
side of (12.20) is bounded in ζ, w ∈ D for any ε ∈ (0, ε̃0) for some ε̃0 ∈ (0, ε̂0].

Solving the equation (12.20) for g(ζ, w, ε) and setting η(ε)(ζ, w) = η
(ε)
1 (w, ζ) +

η
(ε)
2 (ζ, w), we get the following from (12.21) and (12.22).
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Lemma 12.4. For any ζ, w ∈ D, ζ �= w,

(12.23) g(ζ, w, ε) = G(ζ, w) + εη(ε)(ζ, w), ε ∈ (0, ε̃0),

where η(ε)(ζ, w) is a continuous function on D∪∂H×D∪∂H bounded there uniformly

in ε ∈ (0, ε̃0), D ∈ D0 and D̃ = f̃ε(D) ∈ D.

Let us take ζ ∈ H \ F in (12.15). By noting that Pε(z, ζ) = P0(z, ζ) and letting


0 ↓ 0, we arrive at (9.12) as Aε,zG(z, ζ) = εB
(ε)
z G(z, ζ), z ∈ F . By substituting

(12.23) into (9.12), we obtain (9.13). The proof for assertions (iii) and (iv) of
Proposition 9.3 is now complete.

We finally prove the assertions (v)-(viii) of Proposition 9.3.
(v) G can be expressed by the Green function GH of the ABM ZH as

(12.24)
G(ζ, z) = GH(ζ, z)− S(ζ, z), where S(ζ, z) = EH

ζ

[
GH(ZH

σK
, z);σK < ∞

]
.

By the expression (4.7) of GH and Proposition 9.3(ii), B
(ε)
z GH(z, ζ)ζ2 is uniformly

bounded on F × J in ε ∈ (0, ε0), D ∈ D0 and f̃ε(D). Furthermore, for any ε ∈
(0, ε0), z ∈ F and ζ ∈ H \

⋃N
j=1 Vj ,

M = sup
ε∈(0,ε0),w∈K,ξ∈F,D∈D0,D̃∈D

|B(ε)
z GH(w, ξ)| < ∞

and

|B(ε)
z S(z, ζ)| ≤ M PH

ζ (σU < ∞),

where U =
⋃N

j=1 Uj . As was observed in the proof of Lemma 5.2(ii), PH

ζ (σU < ∞) =∫
U
GH(ζ, w)μ(dw) for a finite measure μ concentrated on U . Since both B

(ε)
z S(z, ζ)

and PH

ζ (σU < ∞) vanish when ζ ∈ ∂H, we deduce from above that∣∣∣∣B(ε)
z

∂

∂ζ2
S(z, ζ)

∣∣∣∣ ≤ M sup
w∈U, ζ∈J

∂

∂ζ2
GH(ζ, w) · μ(U), ζ ∈ J.

(vi) Let GH,i(z, ζ) be the Green function of the ABM on Di = D ∪ Ci

(= H \ (K \ Ci)). Then

GH,i(z, ζ) = GH(z, ζ)− EH

ζ

[
GH(ZH

σK\Ci
, z); σK\Ci

< ∞
]
.

According to [5, Corollary 3.4.3], ϕ(i) is the 0-order equilibrium potential of the com-
pact set Ci with respect to the transient extended Sobolev space (H1

0,e(D
i), 12D),

and it admits an expression

ϕ(i)(z) = GH,iνi(z) =

∫
Ci

GH,i(z, ζ)νi(dζ)

for some finite positive measure νi concentrated on Ci in view of the 0-order version
of [5, Lemma 2.3.10] and [9, Exercise 4.2.2]. Hence

(12.25) ϕ(i)(z) = GHνi(z)− EH

νi

[
GH(ZH

σK\Ci
, z); σK\Ci

< ∞
]
.

Consequently, we have for the same constant M as in the proof of (v),

(12.26) |B(ε)
z ϕ(i)(z)| ≤ 2M νi(Ci), ε ∈ (0, ε0), z ∈ F.



This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.

CHORDAL KOMATU-LOEWNER EQUATION 4113

For an open set G ⊂ H, denote by Cap(B;G) the 0-order capacity of B ⊂ G
relative to (H1

0,e(G), 12D). It increases as B increases or G decreases. Moreover, we

have Cap(Ci, D
i) = νi(Ci) (cf. [9]). Hence (12.26) leads us to a uniform bound

(12.27) |B(ε)
z ϕ(i)(z)| ≤ 2M Cap(U i;H \ (

⋃
k �=i

V k)), ε ∈ (0, ε0), z ∈ F.

(vii) Choose A1, B1, B2 and 
0 as in the proof of Lemma 9.6. F is a subset of
(A1, B1) × (
0, B2). By (4.7), we see that the first integral in (9.14) for k = 1, 2

evaluated for GH(ζ, z) in place of G(ζ, z) is bounded by
2

π

|x1 − ζ1|
(x1 − ζ1)2 + 
20

and
2

π
0
,

respectively. The second integral evaluated for GH(ζ, z) is bounded by
4

π
0
and

2


0
,

respectively.
On the other hand, we have for ζ ∈ H and x1 ∈ R or x2 > 0,

(12.28)∫ ∞

0

∣∣∣∣ ∂∂x1
GH(ζ, x1 + ix2)

∣∣∣∣ dx2 ≤ 1,

∫ ∞

−∞

∣∣∣∣ ∂∂x2
GH(ζ, x1 + ix2)

∣∣∣∣ dx1 ≤ 2.

Since |z − ζ| > b for (z, ζ) ∈ F ×K, we have for any ζ ∈ K,

(12.29)

∫ ∞

−∞
1F (z)

∣∣∣∣ ∂∂x1
GH(ζ, z)

∣∣∣∣ dx1 ≤ 2

πb2
(B1 −A1)

2,∫ ∞

0

1F (z)

∣∣∣∣ ∂∂x2
GH(ζ, z)

∣∣∣∣ dx2 ≤ 2

πb2
B2

2 .

Denote by c the maximum of the constants in (12.29) and 2. Then each of the
four integrals in (9.14) evaluated for the function S in (12.24) admits a bound
c ∂

∂ζ2
PH

ζ (σU < ∞), which is in turn dominated by

c sup
w∈U, ζ∈J

∂

∂ζ2
GH(ζ, w) μ(U),

as in the proof of (v) above.
(viii) By virtue of (12.25), (12.28) and (12.29), we see that each of the four

integrals in (9.15) is dominated by

2c νj(Cj) ≤ 2cCap

⎛⎝U j ; H \ (
⋃
k �=j

V k)

⎞⎠ .

�
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